COSC 6367 Evolutionary Programming
Dr. Eick
Final Exam
Mo., May 10, 2010
Your Name:

Your Student id:

Problem 1 --- Genetic Algorithms [10]:

Problem 2 --- Applying EC to a Guessing Problem [23]
Problem 3 --- ES [7]
Problem 4 --- Genetic Programming/Learning Models [8]
Problem 5 --- Interactive Evolution [6]
Problem 6--- General Questions [17]
Problem 7 --- LCS [9]
:

Grade:

[image: image1.jpg]



The exam is “open books and notes” and you have 115 minutes to complete the exam; it will count approximately 25% towards the overall course grade.

1) Genetic Algorithms [10]
a) Assume the following schema for a 12 bit GA is given: 11***000****

What is the order and defining length of the schema? What is the probability that a single instance belonging to this schema is destroyed by a single-bit flip mutation that occurs with probability Pm? [3]

Order=4[0.5]  Defining Length =8-1=7 [1]
Destruction probability: Pm*4 [1.5]
b) Under which circumstances will an instance of the schema 1*0********** be destroyed by mutation—specify all conditions that must hold so that the instance will be destroyed! [3]

The crossover point has to lie between 1 and 0 (2 crossover points have this property) [1] and 
the mate needs to have a 0 in the first bid and a 1 in the third position[2]
c) What are building blocks? What role do they play in ultimately finding very good solutions in a GA-style system?   [4]
Building blocks are low order, high quality above average fitness schemas whose combination (via crossover) produces successively larger, higher order building blocks until the problems is ultimately solved. 

2) Using EC for an Interactive Game called “Guess Colors” [23]
Assume we play a game called Guess Colors whose objective is to guess a color sequence of length n (typically n is at least 20). Color sequences contain 4 different colors: red, yellow, blue, and green.  A player proposes a new sequences and receives feedback from an oracle function; players try to use past feedback when selecting a new sequence to propose; if the player proposes the correct sequence the game ends.  The objective of the game is to find the correct sequence as quickly as possible. The oracle function returns the following:
a) the number of correctly placed colors ci (({0,1,…,n})

b) the number of colors for which the number of instances is correct cc (({0,1,2,3,4})

For example, assuming n=10 and that the correct sequence is y-r-r-r-r-b-g-b-g-b if a player proposes

y-r-r-r-r-b-b-b-b-b 
the oracle returns: ci=8, cc=2 (all colors except the 7th and 9th are correct; the number of yellow instances (1) and red instances (4) are correct whereas the number of blue instances and green instances is incorrect), whereas for 
b-g-b-g-b-y-r-r-r-r 

the oracle returns ci=0, cc=4 (all colors are incorrectly placed but the sequence is permutation of the correct sequence; therefore cc=4). 

Design a system that plays Guess Colors the game using an evolutionary computing approach! Describe what chromosomal representation you suggest to use and which genetic operators you will employ; describe how the feedback from the oracle function is used and how your system will determine which sequence to propose next, and other important components of your approach. 
Dr. Eick grades this problem! 

More space for Problem2

3) ES [7]
a) What is the idea that underlies Rechenberg's 1/5 rule? Why does its application frequently result in premature convergence? [5]
If you are on hill but not quite on the top and there is improvement in elevation in a lot of directions: increase speed to reach the top more quick. On the other hand,  if you near the top of the hill decrease speed until no improvement can be made and change converges to 

Because the mutation rate converges to 0 on the top of the hill, the search comes to a smooth halt, because solutions remain the same. 

. 
b) What is the difference between a (4+6)-ES and a (4,6)-ES? [2]

For answer see Textbook! 
4) Genetic Programming/Learning Models [8]
a)  What is the main difference between the full method and the grow method for initializing trees in genetic programming? [2]

Full method: grows branches of trees to the maximum depth
Grow method: allows for some branches to have less than maximum depth

b) In Project3 we used genetic programming to learn prediction functions from training examples. In this project you were confronted with the problem of overfitting/underfitting; what is the problem of overfitting/underfitting in the context of genetic programming? [3]
Overfitting: Too many nodes/to high model complexity, Underfitting: Too Few Nodes, no enough model complexity [3] 
Alternative answer [only 2 points if #nodes/model complexity is not mentioned]

Overfitting: training error low, but testing error not that low

Underfitting: Training error and testing error both not that low

c) Give a sketch of a single approach that deals with overfitting when learning prediction functions from training examples using genetic programming. [3]
Many approaches are possible (see Model Learning transparencies); e.g. use a fitness function that considers both training error and model complexity. 
5) Interactive Evolution [6]
Describe an application of your own choice that might benefit from interactive evolution. Give a sketch how interactive evolution will be used for this application. Limit your answer to 6-8 sentences!
No solution given, but in applications discussed the human being acts as a fitness function or at least provides feedback, and the computer produces new solutions based on this feedback. 
6) General Questions [17]
a)  What is the idea of the penalty function approach to cope with constraints in numerical optimization problems? Limit your answer to 5-7 sentences! [5]
Grading Comment: approach should discuss how constraint penalty weight is modified as the search evolves; otherwise, at most 3 points. 
b) Give an example of self-adaptive parameter control! [4]
Many examples possible. 
c) What are the key ingredients of soft computing? [4]
tolerance for imprecision, uncertainty and partial truth [2.5]
interpolation [1]

smooth functions that make decision; small changes in inputs lead to small changes in outputs [1]

uses possibilities and probabilities and does not rely on two-valued (truth/false) logic [1]

at most 4 points!!

d) What are repetitive problems? What are the main challenges of using evolutionary computing to solve repetitive problems?  [4]
definition[2] see textbook pages 242-243 !
Need to find good solutions quickly and to be able to do this repetitively for different instances of the problem [2]

Alternative answer:

Less tolerance for bad solutions [1]

Speed is of more important  [1]
7) Learning Classifier Systems (LCS) [9]
a) One main goal of LCS is to develop systems that can adapt to changing environments. How does XCS accomplish this goal? [6]
Do not claim that this answer is complete at the moment: 
1. XCS updates its expectations with respect to rewards, precision, activation set sizes of   particular rules based on feedback [3]
2. XCS encourages exploration to obtain feedback for alternative solutions [2]

3. XCS provides coverage for problem solving scenarios not encountered before [1]
4. … (I am sure there are other answers that might deserve a little credit) 

b) What role does evolutionary computing play in LCS? [3]
EC role is to generate new rules [1.5] by combining or mutating existing rules that are selected based on expected rewards and other information that originates from environmental rewards and past performance of rules [1.5]. 
Mentioning EC is used for deleting rules is also fine, and might be worth 1 point, if parts  of the above answer are missed.
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