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The exam is “open books and notes” and you have 120 minutes to complete the exam; it will count approx. 24% towards the overall course grade.

1) Genetic Algorithms [11]
a) Assume the following schema for a 12 bit GA is given: 11**0***00**
What is the order and defining length of the schema? What is the probability that a single instance belonging to this schema is destroyed by a single-bit flip mutation? [4]

b) What are building blocks? What role do they play in ultimately finding very good solutions in a GA-style system?   [4]
c) Equation 11.1 on page 191 of the textbook contains a ‘(’ and not an ‘=” sign—explain why this is the case! [3]

2) Reinforcement Learning [10]
a) Give the Bellman Equations for the DEF World depicted below[4]: 
U(1)=

U(2)=

U(3)=

DEF World with states 1, 2, and 3: 
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b) What are the goals and objective of temporal difference learning? [6]

3) Interactive Evolution [6]

What are the key elements of interactive evolution? Contrast this approach with approaches that use evolutionary computing approaches for numerical optimization.

4) Machine Learning with EC [12]
a) One objective of XCS-style systems is to create rulesets with high coverage: for each possible input a rule or set of rules exist that can process this input. What do XCS-style classifier systems do to accomplish this goal? [5]
. 
b) Assume a rule r’s current predicted payoff pr is 3, and it receives a payoff of 5. Compute r’s new predicted payoff, assuming a learning rate of =0.2 is used! [2]
c) Pittsburgh-style classifier systems evolve rulesets and not single rules. What are the main differences between Pittsburgh-style systems and Michigan-style systems, such as XCS? [5]
5) Using EC for Numerical Optimization [16]
Assume the following function f

f(a,b,c) = (cos(c)*sin(b)+(a*b*sqrt(c))/(1+|c**2*sin(c+b)+2**a|) 
has to be maximized subject to the following constraint: 

(C) (a**2 + b**2 + c**2) <1

Give the design an evolutionary computing system that is suitable to solve the above optimization problem. Describe what chromosomal representation you would choose, what your fitness function looks like, your population model, what genetic operators you would employ, what selection techniques you would use, and how your approach copes with the constraint (C)!  Please describe an approach to solve this specific problem — approaches that are generic and vague in describing how the problem exactly will be solved will only receive partial credit.  

6) Evolutionary Computing in General [6]

If we compare evolutionary computing with other search techniques: What do you believe are the strong points of evolutionary computing approaches; what are the weak points of evolutionary computing approaches? 
7) Parallel EC Systems [6]
Assume you like to parallelize an EC system that solves traveling salesman problems. Give a sketch of how this could be done! Limit your answer to 6 sentences.
8) General Questions [7]
a)  What is the idea of the repair function approach to cope with constraints in optimization problems? Limit your answer to 2-3 sentences! [3]
b) Diffusion Model EAs have been proposed to cope with genetic draft. How do they work? What methods do they propose to maintain the diversity in a population? [4]
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