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The quiz is “open books and notes” and you have 75 minutes to complete the quiz; it will count approx. 13% towards the overall course grade.

1) ES & On Numerical Optimization Problems [16]
a) The method proposed in section 4.4.2 of the textbook to change the chromosomal representation of a n-dimensional optimization problems from (x1,…,xn) to (x1,…,xn, 1…,n) where i is the mutation standard deviation for dimension i. Compare this method with the traditional ES approach that uses the same global mutation rate which is the same for all dimensions. What are the advantages/disadvantages of each approach? [6]
Mutation standard deviation specifies the vicinity of solutions searched around the current members of the population.  The advantage of using a different mutation sigma  for each dimension is simply that the solution space may be non-uniform and the fitness landscape may differ from one dimension to another.
The disadvantage of incorporating this approach is that the time for mutation increases: the overhead to find a mutation value is now incurred for each dimension of the problem.

b) The textbook suggest that self-adaptation is useful for evolutionary computing. What is self-adaptation? [3]
Self adaptation is the incorporation of EA parameters into the genotype so that they co-evolve with the solution elements, using variation operators;  for example, Rechenberg’s 1/5 rule.
c) Compare heuristic crossover with arithmetical crossover (called whole arithmetical crossover) in the textbook? What are the differences of the two crossover operators? [3]
Arithmetic crossover is the linear combination of solutions, such that for 2 parents P1 and P2:
child = alpha * P1 + (1-alpha) * P2 

child = (1-alpha) * P1 + (alpha) * P2
and alpha in [0,1]
Heuristic crossover considers the fitness of 2 parents, and determines the fitter of the 2, say P1.  It performs a combination of them so that the resulting solutions lie on the extended P2– P1  line beyond P1.
d) What is a convex optimization problem? Why is solving convex optimization problems easier than solving non-convex optimization problems? [4]

Convex problem: exactly 2 boundary points and points on the line between two legal solutions are legal solutions. Convex optimization problems are easier to solve because the convexity ensures that any solution derived as a linear combination of existing solutions is also valid.  This removes the need to consider a penalty policy and avoids the difficulty that may be associated with reaching disjoint legal regions.
2) Search Techniques [11]
a) What role does ‘temperature’ play in simulated annealing? [3]
Temperature’s role in simulated annealing is to change the probability, for a computed solution that is less fit than the current best solution, to be accepted into the set of candidate solutions.  Earlier in the computation it is more possible for the less-fit solution to survive, but farther along, it’s less likely.  

b) Hill climbing algorithms have problems with plateau-like fitness landscapes. Explain! [2]
With hill-climbing algorithms, the plateau-like fitness landscape offers no gradient information with which to make a next move, since all nearby solutions are no better.   If the neighborhood size is not large enough to include a better solution out of the plateau landscape, hill-climbing gets stuck.
c) One variation of randomized hill climbing resamples before terminating. What is the advantage of this approach? [4]

Resampling before termination with randomized hill climbing allows the algorithm to avoid premature termination by increasing its neighborhood size and evaluating more neighbors in an effort to find a better solution. Moreover, using resampling allows the algorithm to use smaller values for p (number of neighbors generated) increasing the speed of the algorithm, particularly when climbing a hill. 
d) Most hill climbing algorithms have a restart option. Why is this popular? [2]
Hill climbing finds local maxima of the fitness function; the local maximum found depends on the starting position. Therefore, restart with different initial solutions allows you to find different local minima, giving you a chance to find a better global solution. 
3) Machine Learning with EC [14]
a) LCS (Learning classifier systems) is mostly used in applications that require adaptation. How is adaptation accomplished in the LCS architecture, as described in Section 7.3 of the Eiben book? Be specific! [6] 
Sketch: accurate rules with high environmental payoffs are more likely to be selected for the action set and consequently undergo evolution — “survivial of the fittest” — and replace unpredictable rules with large actions sets — enforcing coverage and collaboration in the ruleset. Good, more general rules end up more often in the action set, therefore reproducing faster, guaranteeing generalization. Statistics of a rule’s past performance are kept and used to make predictions about a rule’s future payoff, allowing for adaptation if a rules environmental rewards increase or drop dramatically. 
b) XCS uses as/F (action set size over fitness) to determine which classifier is deleted. Explain what this means --- how are classifiers to be deleted chosen? Why is XCS employing this approach? [4]

See above; the key idea is to have a rule-set that covers the inputs 
c) XCS only considers rules in the action set for reproduction. Any idea why XCS is using this approach? [4]
Rules and the marchset and the whole ruleset are not a very good candidate because of their potentially low payoffs and accuracy. For remainder of answer see answer to question a.) 
4) Memetic Algorithms [6]
a) What is the motivation of hybridizing evolutionary computing algorithms? [4]
Some motivations are:

· Use efficient domain specific algorithms for subproblems and use EA for the remainder of the system to obtain better solutions or to enhance the speed of an algorithm or both.

· No sense in inventing the wheel. 
· Use domain specific knowledge to obtain better genetic operators

· …
b) What does it mean if a Memetic algorithm is called Lamarckian? [2]
Traits acquired by an individual during its lifetime can be transmitted to its offspring.

5) General Questions [17]
a) Give an example of adaptive parameter control in an evolutionary computing system! [4]

Rechenberg’s 1/5 rule.

b) What is interactive evolution? How is interactive evolution used in the Galapagos installation?  Give one other example (outside arts) application of interactive evolution! [6]
Interactive evolution embeds a human viewer into the EC algorithm by allowing a person to interactively inject subjective or heuristic guidance, into the computation.  The Galapagos project allows the viewer to appraise the fitness of genotypes and it uses the viewer’s decisions as the fitness function to guide the search towards better solutions. .  
Some examples of non-art related application:  robotics design/movement, industrial design, team scheduling.

c) What is the main difference between supervised learning and reinforcement learning? [2]

In supervised learning feedback is received for all possible actions. 
In reinforcement learning, the program learns by getting feedback on the actions it takes, and no other action.
d) Many genetic programming systems use very large population sizes and a crossover operator, but do not employ any mutation operator. Do you have any explanation how such systems can be successful although they do not use any mutation operator? [5]
Mutation can be simulated using crossover — both operators basically replace subtrees — as long as population sizes are very large, so that all terminal and non-terminals are very likely present in the current population. 
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