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Abstract Batch reinforcement learning methods provide a
powerful framework for learning efficiently and effectively
in autonomous robots. The paper reviews some recent work
of the authors aiming at the successful application of rein-
forcement learning in a challenging and complex domain.
It discusses several variants of the general batch learning
framework, particularly tailored to the use of multilayer
perceptrons to approximate value functions over continu-
ous state spaces. The batch learning framework is success-
fully used to learn crucial skills in our soccer-playing robots
participating in the RoboCup competitions. This is demon-
strated on three different case studies.

Keywords Learning mobile robots · Autonomous learning
robots · Neural control · RoboCup · Batch reinforcement
learning

1 Introduction

Reinforcement learning (RL) describes a learning scenario,
where an agent tries to improve its behavior by taking ac-
tions in its environment and receiving reward for performing
well or receiving punishment if it fails. Since RL enables an
agent to learn autonomously from its own experience, it is
a highly attractive framework for learning behaviors of au-
tonomous robots.

A current line of research is to establish efficient RL
algorithms that are able to solve real-world problems. In
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this paper, we focus on the application of learning meth-
ods within the RoboCup robotic soccer domain. RoboCup
was founded in 1997 to establish a challenging testbed for
autonomous intelligent systems (Kitano 1997). In various
leagues, where each one is focusing on different aspects of
the complex overall problem, teams of robots are competing
in a soccer-like setting. In 1998, our research group estab-
lished the Brainstormers project, aiming at building highly
competitive robot soccer teams that make extensive use of
machine learning, in particular reinforcement learning meth-
ods. Since then, many of the crucial skills and behaviors of
our agents have been learned from scratch and been applied
in our competition teams, both in simulation league and in
MidSize league.

The following reviews some of our recent work on the
(neural) batch RL framework that constitutes the core con-
cept of learning in our agents. Our concept is based on the
idea of learning value functions by the application of dy-
namic programming methods. Due to the typical continuous
nature of state spaces, multilayer perceptrons are used as
function approximators that represent the value functions.
We found them particularly powerful with respect to gener-
alization and robust in their learning behavior, in particular
when used in the batch RL framework.

The purpose of this paper is not to claim that batch re-
inforcement learning methods are necessarily superior to
any other existing reinforcement learning algorithms. This
would require a careful empirical investigation of various al-
ternative learning approaches, which is far beyond the scope
of this paper. Rather, the purpose of this paper is to give ev-
idence to the thesis that batch reinforcement learning meth-
ods are a valuable piece in the growing toolbox of practically
useful reinforcement learning algorithms and to show how
the basic framework can be adapted to varying requirements
in different application scenarios.
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Fig. 1 Scene from a game in the RoboCup middle size league

The article is organized as follows: first, we will give a
description of the batch RL framework and in particular de-
scribe three variants that have been proven useful for the
application to challenging RL problems. Further, we will
shortly discuss the concrete setup of neural batch RL con-
trollers and the embedding within our software control ar-
chitecture. Then we will discuss the concrete application of
the concept exemplified in three case studies. Case Study
I demonstrates the application for learning a complex and
highly effective behavior for the simulation league from
scratch. Case Study II shows the application for learning a
low-level motor control directly on a real DC motor, and fi-
nally Case Study III discusses the learning of an effective
dribbling behavior directly on our MidSize robot. At the
end, we give an overview of the skills that we have learned
so far, discuss their application within our competition team
and then we present our conclusion.

2 Related work

Recently, reinforcement learning has drawn a lot of attention
for becoming more relevant to solving real-world problems.
The introduction of new fast policy search and policy gra-
dient methods (Sutton et al. 2000; Peters and Schaal 2008b)
has led to the development of several impressive real-world
demonstrators including autonomously flying artistic ma-
neuvers with a helicopter (Bagnell and Schneider 2001;
Ng et al. 2004), teaching a robot to hit a baseball (Peters and
Schaal 2006), operational space control (Peters and Schaal
2008a) and learning ball-in-a-cup with a robot arm (Kober
et al. 2008).

In this paper, we advocate the value-function-based ap-
proach to reinforcement learning. Despite some promising
early successes (Tesauro and Sejnowski 1989; Crites and
Barto 1995), the rather small number of published applica-
tions to real-world problems has often led to skepticism re-
garding the practical relevance of these methods. Recently

proposed fitted value iteration algorithms (Gordon et al.
1995), like Fitted Q-iteration (Ernst et al. 2006), Neural Fit-
ted Q (NFQ) (Riedmiller 2005) and Least Squares Policy
Iteration (LSPI) (Lagoudakis and Parr 2003), make more ef-
ficient use of the gathered experience by adapting the expe-
rience replay technique (Lin 1992). By drastically decreas-
ing the number of necessary interactions with the system,
these kinds of algorithms allow for solving more complex
problems than have been feasible so far using only standard
value-function-based methods. Some positive results of ap-
plying these methods to real-world problems already have
been reported, for example naming steering an automobile
(Riedmiller et al. 2007), controlling power systems (We-
henkel et al. 2005) and solving job-shop scheduling tasks
(Gabel and Riedmiller 2007). In this paper, we present addi-
tional examples in the RoboCup domain.

The robot soccer competitions organized by the RoboCup
Federation form an interesting and very challenging domain
for the application of machine learning algorithms to real-
world problems. Research groups have applied a variety of
different machine learning methods to many aspects of au-
tonomously soccer playing multirobot systems. Examples
include evolutionary algorithms for gait optimization (Cher-
nova and Veloso 2004; Röfer et al. 2004) or optimization of
team tactics (Nakashima et al. 2005), unsupervised and su-
pervised learning in computer vision tasks (Kaufmann et al.
2004; Li et al. 2003; Treptow and Zell 2004) and lower level
control tasks (Oubbati et al. 2005). RL methods have been
used to learn cooperative behaviors in the simulation league
(Ma et al. 2008) as well as for real robots (Asada et al. 1999)
and to learn walking patterns on humanoid robots (Ogino
et al. 2004). Furthermore, Stone’s keep-away-game is a pop-
ular standardized reinforcement learning problem derived
from the simulation league (Stone et al. 2005).

A lot of learning tasks inspired by or directly derived
from RoboCup have been used in proof-of-concepts of rein-
forcement learning methods (Asada et al. 1999; Stone et al.
2005). The goal of our efforts in RoboCup always has been
to go a step further, learning skills that can be employed
during the competition itself, ideally outclassing any other
available hand-crafted or learned behavior.

3 Reinforcement learning for soccer robots

Reinforcement learning (Sutton and Barto 1998) follows the
idea that an autonomously acting agent obtains its behavior
policy through repeated interaction with its environment on
a trial-and-error basis. In the following, we will delineate
how and why this learning methodology can be profitably
employed in the context of learning soccer robots.
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3.1 Reinforcement learning background

In each time step an RL agent observes the environmental
state and makes a decision for a specific action, which, on
the one hand, may incur some immediate costs (also called
reinforcement) generated by the agent’s environment and,
on the other hand, transfers the agent into some successor
state.

Basic reinforcement learning problems are usually for-
malized as Markov Decision Processes (Puterman 2005).
A Markov Decision Process (MDP) is a 4-tuple M =
[S,A,p, c] where S denotes the set of environmental states
and A the set of actions the agent can perform. Function
c : S × A × S → R denotes immediate costs c(s, a, s′) that
arise when taking action a ∈ A in state s ∈ S and transition-
ing to s′ ∈ S. The probability pss′(a) = p(s, a, s′) of ending
up in state s′ when performing action a in state s is specified
by the probability distribution p : S × A × S → [0,1].

The agent’s goal is not to minimize its immediate, but
rather its long-term, expected costs. To do so, it must learn a
decision policy that is used to determine the best action for a
given state. Such a policy is a function π : S → A that maps
the current state the agent finds itself in to an action from a
set of viable actions.

3.1.1 Value iteration

When interacting with the MDP, an RL agent passes through
a sequence of states s(t) that are coupled to one another
by the transition probabilities pst ,st+1(at ) and the actions
at = π(st ) the agent takes, and the agent experiences a se-
quence of immediate costs c(st , at , st+1) incurred. The goal
of the reinforcement learning agent is to minimize the ex-
pected value of the discounted sum

ct =
∞∑

k=0

γ kc(st+k, at+k, st+k+1)

of costs incurred over time, where γ ∈ [0,1] is a factor
that determines to which amount future costs are discounted
compared to immediate ones.

When conditioned on some specific state s ∈ S, the ex-
pected value E[ct |π, s] is called the cost-to-go Jπ(s) of state
s under policy π and it is recursively defined as

Jπ(s) =
∑

s′∈S

pss′(π(s))(c(s,π(s), s′) + γ Jπ(s′)). (1)

Accordingly, function Jπ is called the cost-to-go function
or value function for policy π .

The goal of learning is to find an optimal policy π� that
has less accumulated costs than all other policies π . It has
been shown (Bertsekas and Tsitsiklis 1996) that for each
MDP there exists an optimal policy π� such that for any
policy π , it holds that Jπ�

(s) ≤ Jπ(s) for all states s ∈ S.

Given the optimal cost-to-go function J �, it is known that
an optimal policy is given by greedily exploiting J � accord-
ing to

π�(s) = arg min
a∈A

{∑

s′∈S

pss′(a)(c(s, a, s′) + γ J �(s′))
}
. (2)

So, the crucial question is how to obtain the optimal cost-
to-go function. To perform this task, dynamic programming
methods may be employed, such as value iteration (Bellman
1957) which converges under certain assumptions to the op-
timal cost-to-go function J �. Value iteration is based on suc-
cessive updates to the cost-to-go function for all states s ∈ S

according to

Jk+1(s) = min
a∈A

{∑

s′∈S

pss′(a)(c(s, a, s′) + γ Jk(s
′))

}
, (3)

where index k denotes the sequence of approximated ver-
sions of J , until convergence to J � is reached.

3.1.2 Q Learning

Similar to Eq. 1, the expected cost-to-go Qπ(s, a) of a state-
action pair is defined, which is meant to express the expected
costs arising after having taken action a in state s and fol-
lowing policy π subsequently:

Qπ(s, a) =
∑

s′∈S

pss′(a)(c(s, a, s′) + γ Jπ(s′)).

Using this relation and knowing that Bellman’s equation can
be interpreted as J �(s) = mina∈A(s) Q

�(s, a), the value iter-
ation algorithm from above can be written as

Qk+1(s, a) =
∑

s′∈S

pss′(a)

×
(
c(s, a, s′) + γ min

b∈A(s′)
Qk(s

′, b)
)
. (4)

If there is no explicit transition model p of the environ-
ment and of the cost structure c available, Q learning is one
of the reinforcement learning methods of choice to learn a
state-action cost function for the problem at hand (Watkins
and Dayan 1992). In its simplest version, it directly updates
the estimates for the costs-to-go of state-action pairs accord-
ing to

Q(s, a) := (1 − α)Q(s, a)

+ α
(
c(s, a, s′) + γ min

b∈A(s′)
Q(s′, b)

)

where the successor state s′ and the immediate costs
c(s, a, s′) are generated by simulation or by interaction
with a real process. For the case of finite state and action
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spaces where the Q function can be represented using a
look-up table, there are convergence guarantees that say
that Q learning converges to the optimal cost-to-go func-
tion Q�, assumed that all state-action pairs are visited infi-
nitely often and that the learning rate α diminishes appro-
priately. Given convergence to Q�, the optimal policy π�

can be induced by greedy exploitation of Q according to
π�(s) = arg mina∈A(s) Q

�(s, a).

3.1.3 Policy iteration

Policy iteration aims at finding the optimal policy by repeat-
edly evaluating the current policy and, after that, improving
it. The former corresponds to the determination of the cost-
to-go function Jπ according to Eq. 1, which may be done in
an interactive manner or, for larger-sized problems, based on
simulation. Policy improvement refers to the determination
of a new, improved policy π ′ that is greedy with respect to
the current cost-to-go function Jπ and is done in accordance
to Eq. 2,

π ′(s) = arg min
a∈A

{∑

s′∈S

pss′(π(s))(c(s,π(s), s′) + γJπ(s′))
}
.

(5)

The policy improvement theorem (Bertsekas and Tsitsik-
lis 1996) ensures that Jπ ′

(s) ≤ Jπ(s) for all states. If this
process is iterated, the agent’s policy is successively im-
proved. Note that the value iteration algorithm described
above can be interpreted as a version of policy iteration
where the policy evaluation step is truncated and involves
only one backup for all states.

3.2 Batch-mode reinforcement learning

For reasonably small state spaces, the above iteration meth-
ods (Eqs. 3, 4, 5) can be implemented using a table-based
representation of the value functions. However, interesting
RL problems typically have large and often continuous state
spaces, where table-based methods are not applicable any
more. One way to deal with that problem is to use func-
tion approximation to approximate the value function. Mul-
tilayer perceptrons (MLPs) are known to be a very useful
and robust regression method to approximate value func-
tions in a broad range of different applications (Riedmiller
et al. 2007; Hafner and Riedmiller 2007). However, some
peculiarities have to be considered in order to make them
work properly in practical applications. One important char-
acteristic results from the fact that they approximate the
function in a global way, which means that—in contrast to
local approximation schemes (like e.g. lookup tables or RBF
networks)—changing the value at one point might well have
impacts on the outcome of arbitrary other points far away in

Fig. 2 A graphical sketch of the batch RL framework. It consists
of three modules (sample experience, generate pattern set, apply
batch-mode supervised learning) that are called sequentially in re-
peated loops. The core idea is to produce a training pattern set accord-
ing to Dynamic Programming methods. Depending on the concrete
realization, the implementation of the respective modules is adapted
(see text for explanation)

the input space. Therefore, we consider it as a crucial point
for the successful application of multilayer perceptrons for
RL, that they are used in a batch-mode type of method,
where always a whole set of points is updated simultane-
ously.

Besides the argument of a simultaneous update of all
samples, the batch learning scenario for MLPs additionally
has the advantage that advanced learning algorithms exist
that are typically much more powerful than the commonly
used gradient descent technique. The method we use is the
Rprop algorithm (Riedmiller et al. 1993), which aside from
being very fast with respect to learning time, has also proven
to find very good solutions and to be very robust with respect
to its parameter settings.

Figure 2 shows a general framework for doing batch RL.
It consists of three main steps, namely sampling experi-
ence, generating a training pattern set by the use of dy-
namic programming methods, and finally doing batch su-
pervised learning to approximate the function represented
by the training patterns. It is important to note that the in-
dividual components might look very different for each par-
ticular realization of a batch RL algorithm. We will describe
the components in more detail for three batch RL algorithms
in the following. The only component that is the same in all
variants is the batch supervised training module.

We found batch RL algorithms in conjunction with multi-
layer perceptrons in general to be very effective with respect
to the amount of training experience needed. All of our skills
learned in the simulation league and middle size league are
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based on one of the here described variants of the batch RL
scheme (for an overview, see Sect. 7).

3.2.1 Neural fitted value iteration

The core idea of the fitted value iteration scheme is to iter-
atively compute new approximations of the value function,
J̃k+1, for a given set of points in the input space (Gordon
et al. 1995). Therefore, the set of experiences just consists of
different states. The states can, in principle, be determined
completely without interaction with the system, e.g. lying
on a regular grid or being drawn randomly. Alternatively,
they might be recorded along actual trajectories, e.g. to fo-
cus on interesting parts of the state space. To generate the
training pattern set, the according module here requires the
model pss′(a) of the system and the current estimate of the
value function, J̃k . Input patterns consist of the states of the
experience set, while the respective target for each state is
computed using the value function operator applied to the
current value function estimate J̃k . Thus, for all s ∈ I :

J
target

k+1 (s) := min
a

{∑

s′
pss′(a)(c(s, a, s′) + γ J̃k(s

′)
}
.

Hence, the training data set is given by

Pk+1 := {(s, J target

k+1 (s))|s ∈ I }.
This training set is then taken by the batch supervised

learning module, which generates a new estimate for the
value function.

The inner loop is repeated (index k counts inner loop it-
erations) until a satisfying policy has finally been learned.
The outer loop is not necessarily required; however it can be
used optionally, e.g. to sample states using a policy greedily
exploiting the current value function. In many cases, this has
turned out to be useful in order to focus on states in interest-
ing regions of the state space.

3.2.2 Neural fitted Q-iteration (NFQ)

In the model-free case, the situation is quite similar to the fit-
ted value iteration scheme described above. There are three
major changes that characterize the Neural Fitted Q-iteration
(NFQ) scheme (Riedmiller 2005). First, the set of experi-
ences I are now triples of the type (state, action, successor
state). Second, they are sampled by interaction with the sys-
tem, and finally the value function uses the action as an addi-
tional argument. The target values are then computed by the
application of the Q-learning operator to all (s, a, s′) ∈ I 1:

Q
target

k+1 (s, a) := c(s, a, s′) + γ min
a∈A(s)

Q̃k(s
′, a).

1We usually adopt a definition, where the immediate cost c is not stored
as part of the experience set I , thus is not an attribute of the environ-

The training data set is given by

Pk+1 := {((s, a),Q
target

k+1 (s, a))|(s, a, ·) ∈ I }.
As before, the training pattern set is now used by the

batch supervised learning module to generate a new Q func-
tion. Also as before, the inner loop is repeated, until a sat-
isfying policy has been learned, and the outer loop can be
used optionally to generate experience triples in interesting
regions of state-action space.

As a crucial point, please note that the validity of the ex-
perience set does not depend on the policy with which it is
sampled. Therefore, the set can simply be aggregated over
multiple passes of the outer loop. No sampled data has to be
invalidated and disregarded. This fact makes the fitted meth-
ods particularly data-efficient.

3.2.3 Neural fitted policy iteration

In contrast to the above schemes, fitted policy iteration as-
sumes the existence of a policy π to sample experiences.
The general idea is to learn a value function of the policy,
and then to improve the policy by greedily exploiting the
value function—corresponding to one pass through the outer
loop in Fig. 2.

We start with the description of a model-based version
that works by sampling complete trajectories. This version
is also used in Case Study I. Variants of this scheme, e.g.
for the model-free case, will be discussed at the end of this
section.

Sampling experience is done by repeatedly doing trajec-
tories, in general from different starting points, following the
current policy πk (here, index k counts outer loop iterations).

Let I be the set of all states that occur within all of the
collected trajectories. Then, for all states within I , the result-
ing accumulated path costs are computed by following the
recorded trajectory and adding up the costs. This is called
Monte Carlo policy evaluation in (Bertsekas and Tsitsiklis
1996),

J
target
k (s) := E

{∑

t

c(st , πk(st ), st+1)|s0 = s

}
, (6)

where the number of time steps t varies with the differing
lengths of the trajectories. Accordingly, we obtain a pattern
set

Pk := {(s, J target
k (s))|s ∈ I }

ment but more related to the definition of the particular control-task
and therefore is calculated within the agent. Actually, the environment
very seldom delivers a cost signal that is distinct from the state signal
in practice. Nevertheless, this is more a question of definitions and not
a strict dogma; an attribution of the immediate costs to the environ-
ment may be absolutely reasonable and in some cases even necessary.
All algorithms presented here are applicable in both cases.
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that is used as input to the batch supervised learning process
which produces as output an approximated version J̃ π

k of
the true cost-to-go function of the current policy πk . Since
the training target values, as computed by Eq. 6, do not de-
pend on the estimate of the value function, the inner loop is
meaningless in this case.

To prepare the next pass through the outer loop, a new
policy has to be derived. In the model-based case, the next
policy πk+1, is computed by greedily exploiting J̃ π

k accord-
ing to

πk+1(s) := arg min
a∈A(s)

∑

s′∈S

pss′(a)(c(s, a, s′) + γ J̃ π
k (s′)). (7)

Having determined the new policy, a new pass through
the outer loop can be started by sampling experience accord-
ing to πk+1. A significant difference to the fitted value itera-
tion schemes above is that the experience must be collected
every time from scratch, and it cannot be added to the expe-
rience already sampled. This is due to the fact that the expe-
rience collected is only useful for evaluating the correspond-
ing policy. This means that this method is, in principle, less
data-efficient than the fitted value and Q-iteration methods
described above. However, in many cases very good poli-
cies can already be found within only a few iterations of
the outer loop. This method has turned out to be particularly
useful in cases where sampling many experiences is not a
problem, e.g. because a fast simulator of the environment is
available. We will further explore this point in Case Study I
(Sect. 4).

The fitted policy iteration method can be modified in var-
ious ways. A model-free variant of this algorithm can be re-
alized by following the idea of rollout policies (Tesauro and
Galpering 1995; Bertsekas and Tsitsiklis 1996). In another
variant, one may use iterative backups of the value functions
instead of Monte Carlo evaluations to approximate J̃ π

k or
Q̃π

k respectively (Bertsekas and Tsitsiklis 1996). Doing so
then makes multiple passes through the inner loop reason-
able again. This variant has the advantage, that experiences
do not have to be provided in complete trajectories, but one
can in principle deal with partial trajectories or even with
single transitions.

3.3 Setting up the neural RL controller

Here, we provide an overview on some issues that are char-
acteristic for our work on neural RL controllers in the ro-
botic domain.

The learning task is formulated either as a terminal-goal-
state problem or as a setpoint-regulation problem. In the first
case, we assume that a successful controller can control the
system to a goal state, and then the control task is termi-
nated. Accordingly the agent then receives terminal costs of
zero (see Case Studies I and III). In the setpoint-regulation

problem, no terminal goal state exists, but the agent has to
actively keep the system within the set of goal states. This
is specified by giving immediate zero costs for every transi-
tion, where the state is within the target region (Case Study
II). In contrast to the terminal-state framework, the episode
here is not terminated and no terminal costs are given. In
general, we consider the setpoint-regulation problem to be
more difficult to learn, since the agent not only has to reach a
certain target, but also has to take into account that the state
can be held there in the future. Also, since no state is ex-
plicitly evaluated with terminal costs of zero, some precau-
tions have to be taken to avoid that the output of the neural
network always tends to increase. We tackle that problem
by introducing artificial training patterns, where we know
the value function is equal to 0 (’hint-to-goal’ heuristic, see
Riedmiller 2005).

As optimization criterion, we typically use a minimum
time formulation, since it results in a very simple and task-
independent choice of the immediate cost function, i.e.

c(s, a, s′) :=
{

0.0, if s ∈ S+,

c, else
(8)

where S+ denotes the set of goal states and c is some small
positive real number, e.g. c = 0.01. In the case of explicit
constraints for the states that must not be violated (S−, fail-
ures), the above definition is extended by c(·, ·, s′) = 1.0 if
s′ ∈ S−. The reason for choosing the low costs for regular
transitions and equal to 1 for transitions into failure states,
is that the output function of the multilayer-perceptron is a
sigmoid with range (0,1) (empirically, we found learning
with a sigmoidal output to be considerably more robust than
when using a linear activation function). Input values to the
neural network are always normalized to have zero mean
and a standard deviation of 1. Typically, in our experiments
we use no discounting, i.e. γ = 1.

The neural network used is a multilayer-perceptron, with
the number of input units corresponding to the number of
state variables plus the number of action variables in the Q-
learning case. Typically, we use two hidden layers with sig-
moidal activation functions and a single output neuron. No
shortcuts were used here. Although not shown in this paper,
in several studies we found that learning behavior is very
robust with respect to the concrete choice of the network
structure (see e.g. Riedmiller 2005).

For the purpose of training neural networks, we exclu-
sively make use of the Rprop algorithm (Riedmiller et al.
1993), which is considerably faster than ordinary gradient
descent. Moreover, its robustness with respect to the choice
of its learning parameters allows us to employ Rprop us-
ing its standard settings for a wide range of RL applica-
tions and, in particular, in all the case studies described
below.
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Fig. 3 Sequential processing of the different control modules during
one cycle of the control loop (MidSize robot). The control loop is
repeated 30 times a second. The overall delay from sensing to the first
physical effects of the robot’s reaction has been determined empiri-
cally to measure about 150 ms. In order to establish a state description
resembling the Markov property as close as possible, the world model

uses robust regression techniques to predict, from the measurements
and previously selected actions, the state of the environment when the
reaction has its first effect. In this architecture, the strategy module
works on the predicted state information only, allowing the decision-
making to neglect any delays

In the applications presented here, discrete action sets are
used. If the restriction of the amount of training experience
is an issue (as it typically is when learning on a real system,
see Case Study II and III), we try to keep a balance between
a small action set and the quality of the resulting policy. If
collecting experiences is easy, e.g. because a fast simulator
is available, the action set can become quite large (e.g. in the
range of 50–100 actions or more; see Case Study I) in order
to learn a highly optimized policy.

3.4 An architecture for soccer-playing robots

Using reinforcement learning on real robots has several im-
portant implications on the overall architecture of the con-
trol software. A prerequisite for standard RL methods is the
modeling of the learning task as a Markov Decision Process
(MDP). Accordingly, we introduced a (closed) control loop
with discrete time steps, as proposed in classical digital con-
trol theory. During each step of the control loop all modules
are processed sequentially (see Fig. 3).

Another issue is providing an internal representation of
the environment’s state that has the Markov property. In or-
der to provide reliable estimates, the robots’ world model
deals with noisy measurements (imprecision, vibration) and
partial observability (field of view, occlusions, bad lighting
conditions) implementing a sensor fusion process specifi-
cally tailored to our needs. An overview can be found in
(Gabel et al. 2006).

Having only non-stationary sensors available, a precise
estimate of the robot’s own position on the field (self-
localization) is especially important, since all other esti-
mates are directly affected by errors in this position estimate
and the derived robot velocity. A newly developed precise
and very efficient self-localization method using the Rprop
algorithm (Riedmiller et al. 1993) for locally fitting a posi-
tion estimate to sensory data (Lauer et al. 2005) forms the

solid basis of our world model that all other estimators are
built on.

To overcome the problem of non-neglectable temporal
delays (typically 150 to up to 200 ms, see Fig. 3), we imple-
mented a predictive world model utilizing robust regression
techniques and testing of alternate hypotheses. This world
model allows for extrapolating the movement of all relevant
objects into the future (Lauer et al. 2006). MLPs for pre-
dicting parts of the world model have been included as well,
following an idea of (Behnke et al. 2003). Thus, decision-
making in our architecture never works on the state of the
environment as it was sensed by the sensors, but always uses
the state extrapolated to the moment in future when a deci-
sion actually will become active.

Establishing this virtual state description that approxi-
mates the Markov property as close as possible proved a nec-
essary prerequisite for successfully applying value-function-
based RL methods to the soccer robots.

The structuring of the decision-making module is another
important aspect. We followed a behavior-based approach
for implementing this module, adapting it to the specific
needs of reinforcement learning. Fundamental skills like
dribbling and shooting are implemented in distinct behavior
modules. Higher levels of this hierarchical architecture real-
ize more abstract tactical abilities, making use of lower level
behaviors. This decomposition allows (a) for learning on all
levels of the hierarchy, including individual skills like drib-
bling, but also including higher level tactical abilities and
(b) for easily isolating learnable sub-tasks from the overall
strategy. Furthermore, learned modules can be easily com-
bined with other learned or hand-coded modules and inte-
grated into the soccer robot’s strategy.

In the following sections, we present three different ex-
amples of learning complex real-world problems using the
techniques described here.
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4 Case study I: learning an aggressive defense behavior

The focus of this case study is laid upon RoboCup’s 2D sim-
ulation league, where two teams of simulated soccer-playing
agents compete against one another using the Soccer Server
(Noda et al. 1998), a real-time soccer simulation system.

4.1 The environment

The Soccer Server allows autonomous software agents to
play soccer in a client/server-based style. The server simu-
lates the playing field, communication, the environment and
its dynamics, while the clients—eleven agents per team—
are permitted to send their intended actions (e.g. a parame-
terized kick or dash command) once per simulation cycle
to the server via UDP. Then, the server takes all agents’
actions into account, computes the subsequent world state
and provides all agents with (partial and noisy) information
about their environment via appropriate messages over UDP
(cf. Fig. 4). The simulation is based on discrete time steps of
100 ms length.

The special challenge in soccer simulation is its complex-
ity. Rules and simulation constraints are geared to make the
simulation resemble real soccer as much as possible. Conse-
quently, a large number of complex tasks arises, when devel-
oping simulated soccer agents. These range from handling
imperfect and noisy (simulated) vision and the difficulties
in creating low-level soccer skills of high technical quality
to aspects of team tactics and strategies. Moreover, multia-
gent coordination, cooperation, and reasoning in a decentral-
ized and partially observable environment represent special
challenges. Additionally, the intricacy of developing pow-
erful components for a simulated soccer player is signifi-
cantly magnified by the fact that the simulation environment
has remained stable for a number of years. By now, most
teams possess numerous very strong hand-tuned behaviors
into whose development and steady improvement months or
even years of effort have been invested.

Accordingly, the utilization of learning approaches in this
context is very appealing. On the one hand, given the high
degree of competitiveness in soccer simulation, human de-
velopment efforts may sometimes not suffice to outperform

Fig. 4 Soccer simulation environment. The events on the 2D playing
field are simulated by a standard software; the course of action during
a match can be visualized using an additional monitor program

certain capabilities some opponent team has implemented.
Therefore, the usage of machine learning may be the only
viable option to get ahead. On the other hand, given that
a simulation is available, the utilization of reinforcement
learning algorithms is not complicated, for example, by ex-
pensive interaction between robot hardware and the envi-
ronment. Nevertheless, the state and action space sizes to
be dealt with, when learning for autonomous soccer agents,
render the problems we are focusing on here as very hard
ones.

The case study at hand addresses a defense scenario of
crucial importance: We focus on situations where one of our
players must interfere and disturb an opponent ball leading
player in order to thwart the opponent team’s attack at an
early stage and, even better, to eventually get possession
of the ball and, thus, initiate a counter attack. In so do-
ing, we rely on batch-mode RL for enabling our players to
autonomously acquire such an aggressive defense behavior
(ADB), we carefully test it, and integrate it into our compe-
tition team’s defensive strategy.

4.2 Task description & learning system setup

The task of the agent is to disturb the opposing agent having
the ball, in particular, to prevent it from moving ahead, and,
if possible, to steal the ball. A general strategy to achieve
these goals is difficult to implement because

• the task itself is far beyond trivial and its degree of diffi-
culty heavily depends on the respective adversary,

• there is a high danger of creating an over-specialized be-
havior that works well against some teams, but performs
poorly against others, and

• duels between players (one without and the other with
the ball in his possession) are of high importance to the
team as a whole, since they may bring about ball pos-
session, but also bear some risk, if, for example, a de-
fending player loses his duel, is overrun by the dribbling
player, and thus opens a scoring opportunity for the op-
posing team.

Within the RL framework, we model the ADB learning task
as a terminal state problem with both terminal goal S+ and
failure states S−. Intermediate steps are punished by con-
stant costs of c = 0.05, whereas J (s) = 0.0 for s ∈ S+ and
J (s) = 1.0 for s ∈ S− by definition (cf. Eq. 8).

The state space is 9-dimensional and covers, in a com-
pressed form, information about positions and velocities
of both players involved as well as of the ball. Addition-
ally, some information is incorporated to indicate where
on the playing field the current situation is located. The
learning agent is allowed to use dash(x) and turn(y) com-
mands where the domains of both commands’ parameters
(x ∈ [−100,100], y ∈ [−180◦,180◦]) are discretized such
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that in total 76 actions are available to the agent at each time
step (60 turn actions and 16 dashes of differing power).

We have to distinguish between different types of goal
and failure states.

Successes A dueling episode can be considered successful,
i.e. finished by reaching a terminal state s ∈ S+

1 , if the ball
has been brought into the learning player’s kickable area.
Moreover, in soccer simulation there is the so-called tackle
command which is meant to simulate a straddle and only
succeeds with a certain probability, depending on the rela-
tive position of the ball to the player. Thus, we also consider
an episode successful, if the learning agent has managed to
position itself in such a manner that issuing a tackle com-
mand yields a successful tackle for the ball with very high
probability.

It may also happen that the opposing agent having the
ball simply kicks it away (usually forwards) as soon as
the ADB learning agent has approached or hassled him too
much, or if it simply considers his situation to be too hope-
less to continue dribbling. Consequently, if an opponent exe-
cutes such a panic kick, the episode under consideration may
be regarded as a semi-success, since the learning agent has
managed to effectively interfere with the dribbler, though it
has not secured the ball (goal state set S+

2 ).

Failures The ADB player is said to fail (entering a failure
state s ∈ S−) if the opponent has remained in ball posses-
sion, has overrun the learning agent and escaped at least 7 m
from him, or approached the goal such that a goal shot might
become promising.

For the learning statistics we report on below, we also dis-
tinguish episodes without a clear winner that were ended by
a time-out (maximal episode duration of 35 time steps). We
will refer to such duels as semi-failures, because the learn-
ing agent was not effective in interfering with the dribbling
player—in a real match the player advancing the ball may
have had the chance to play a pass to one of his teammates
within that time.

4.3 Special features

In soccer simulation, the transition model p is given, since
the way in which the Soccer Server simulates a match is
known. We exploit this advantage to the largest degree pos-
sible by using model-based instead of model-free learning
methods and, thus, simplifying the learning task (e.g. by
having to represent a cost-to-go function over S only, instead
of over S ×A). For the ADB learning task at hand, however,
the situation is aggravated due to the presence of an adver-
sary whose next actions cannot be controlled and hardly be
predicted. Consequently, the heretofore known model rep-
resents merely an approximation p̃ of the true model of the
process.

Of course, we might enhance the accuracy of p̃ by incor-
porating knowledge about the opponent’s behavior, such as
building an opponent model or assuming an optimally drib-
bling adversary. As it turns out, however, assuming an idle
opponent that does not contribute to state transitions at all is
a very robust approach. This no-op assumption is appropri-
ate, because a single opponent action only has a minor influ-
ence on the transition of the state and because the cost-to-go
function for the problem at hand is rather flat over wide re-
gions. As a consequence, an approximate prediction of the
successor state is possible and, therefore, also the realiza-
tion of a policy improvement step by greedily exploiting the
current cost-to-go function according to Eq. 7.

For the calculation of Ĵ π
k , i.e. for the evaluation of the

current policy, we rely on Monte Carlo-based estimation
methods as described in Sect. 3.2.3. This matches very well
with the fact that in soccer simulation an arbitrary number of
evaluative episodes based on the current policy can be easily
performed, thanks to the availability of a fast simulator.

4.4 Learning procedure

We designed a specialized set of starting states S0 for the
learning agent (|S0| = 5000), which is visualized in Fig. 5a.
It basically consists of two semicircles across which the op-
posing agent having the ball is placed randomly, whereas
our learning player resides in the center. While the semi-
circle that lies in the direction towards our goal (defensive
direction) has a radius of 3.0 m, the one in the opposite (of-
fensive) direction is larger (5.0 m). The intention behind this
design of starting situations is that, on the one hand, an agent
possessing the ball typically starts immediately to dribble
towards our goal, whereas the ADB learning agent must in-
terfere and try to hinder him from making progress. On the
other hand, the intended aggressive defense behavior shall
be primarily applied in situations where our player is closer
to our goal or where the opponent only has a small head
start. Regarding the remaining state space dimensions, the
ball is always randomly placed in the opponent’s kickable
area with zero velocity, and the velocities of both players as
well as their body angles are chosen randomly, as well.

Moreover, we defined four training regions on the play-
ing field, as sketched in Fig. 5b. The midfield training region
is situated at the center of the field, the central defensive re-
gion is halfway towards our goal. Finally, there are a left
wing and a right wing defensive region that are placed near
the corners of the field with a distance of 25 meters to our
goal. The idea behind this definition of different training and
testing places is that dribbling players are very likely to be-
have differently, depending on where they are positioned on
the field. As a consequence, a duel for ball possession may
proceed very differently, depending on the current position
on the field. To this end, the exploitation of symmetries in
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Fig. 5 Customized sets of
training start situations and
training regions

Fig. 6 This figure shows the
ADB learning progress (against
team WrightEagle). The right
part opposes the resulting
performance of our hand-coded
dueling behavior and the learned
ADB policy. The share of
episodes where our player
manages to steal the ball from
the opponent is almost doubled,
whereas there is only one in 42
episodes where the dribbling
opponent still overruns the
learning player

the tasks turned out to be problematic, as opponent drib-
bling players behaved differently in seemingly symmetric
situations, e.g. in defensive left and right scenarios.

The learning agent starts with a cost-to-go function J0,
represented by a randomly initialized multilayer perceptron
neural network with one hidden layer consisting of 18 units
with sigmoidal activation functions (9:18:1-topology). Dur-
ing interaction with the environment, this function is always
exploited greedily, i.e. realizing policy πk+1, and simulated
experience is collected. New estimates for Ĵ π

k+1(s) are cal-
culated according to Eq. 6 for successful episodes, failure
states s ∈ S− ∩ I in the experience set are associated with
maximal costs of 1.0, and semi-success as well as semi-
failure episodes (which play a negligible role as learning
moves on) are disregarded for evaluating πk+1.

Central to the learning process is that we perform neural
network training in batch-mode. After having simulated a
larger number of training episodes and, in so doing, hav-
ing built up a set of representative states I ⊂ S, where for
each s ∈ I we have an estimated value Ĵ π

k+1(s), the next
cost-to-go function is determined by invoking the underly-

ing batch supervised learning process. For neural network
training, we employ the back-propagation variant Rprop us-
ing default parameters. Performing this step completes one
iteration of fitted policy iteration (one pass through the outer
loop of Fig. 2).

As can be seen in Fig. 6, the learning process is quite ef-
fective. After about 700 training episodes (corresponding to
16 fitted policy iterations and, hence, as many batch-mode
neural net trainings), the agent consistently succeeds in cap-
turing the ball with a probability of about 80%. The fact
that the learned ADB policy tremendously outperforms our
hand-coded behavior can be read from the right part of this
figure. While successes and failures used to be in balance
when employing the hand-coded policy, after learning, suc-
cesses now outweigh failures at the rate of 9:1.

Figure 7 visualizes the cost-to-go function acquired after
30000 training episodes for a small, two-dimensional frac-
tion of the 9-dimensional state space. While zero object ve-
locities and constant player body angles are assumed, the
plot shows how desirable each position on the pitch would
be for the learning agent. Obviously, positions where the
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Fig. 7 Learned value function for the dueling behavior, see the text
for a detailed explanation

learning player blocks the dribbler’s path towards the goal
are of high value, whereas high costs are to be expected if
the opponent has already overrun our player. From the shape
of J̃ and the resulting equi-cost lines, it can be concluded
that—from the learning agent’s perspective—the most desir-
able direction into which to move is the one indicated by the
gray-colored arrow. Accordingly, this kind of greedily ex-
ploiting J̃ (cf. Eq. 2) by following the steepest ascent brings
the ADB learner onto a promising interception course (as-
suming a rational, i.e. forward-moving opponent).

4.5 Final performance

Table 1 summarizes the performance of the learned aggres-
sive defense behavior, when fighting against a selection of
adversary teams, subject to various test situations at different
places on the playing field. Although we performed a num-
ber of series of learning experiments with differing training
opponents, we report here on results only that were obtained
when training against team WrightEagle which features a
rather strong dribbling skill.

For reasons of readability, failures and semi-failures as
well as successes and semi-successes are not distinguished.
We note, however, that the rate of (full) failure episodes for
the learned policy is only about 8.2%, compared to 19.7%
by the hand-coded policy. If we compare the success rates
(leaving out semi-successes, i.e. only considering succeed-
ing in obtaining the ball) of the learned and the hand-coded
policy, we find a significant performance boost. Their share
has been incremented from 38.1% to 62.3% (averaged over
5 opponent teams and 4 different test regions on the pitch).
What can also be read from Table 1 is that WrightEagle ob-
viously has the most highly developed dribbling behavior
against which our hand-coded routine for interfering with

Table 1 This table opposes the performance of our hand-coded duel-
ing behavior, which we used during competitions until 2006, and the
new RL-based aggressive defense behavior ADB. The latter signifi-
cantly outperforms the former for all test opponent teams considered
and varying test situation sets

Hand-Coded Learned

Test Region-Specific Performance

DefL DefR DefC Midf DefL DefR DefC Midf

Success Rate 56% 56% 55% 53% 84% 83% 85% 84%

Failure Rate 44% 44% 45% 47% 16% 17% 15% 16%

Opponent Opponent-Specific Performance (Success:Failure)

CZU 57.2% : 42.8% 90.2% : 9.8%

STEP 61.0% : 39.0% 79.1% : 20.9%

TokyoTech 61.2% : 38.8% 80.9% : 19.1%

UvA 43.2% : 56.8% 85.9% : 14.1%

WrightEagle 41.5% : 58.5% 82.9% : 17.1%

Joint Average 52.8% : 47.2% 83.8% : 16.2%

the dribbler performed worst.2 After learning, however, the
acquired ADB policy clearly outperforms any opponent at
any place on the pitch.

During the run of a standard game (6000 time steps), our
team players start on average 66 dueling episodes. There-
fore, even under the very conservative assumption that only
about half of all attempts are successful, we can draw the
conclusion that the learned behavior allows for stealing the
ball at least 30 times per game.

During competition matches, any agent utilizes the ac-
quired policy for dueling with opponents in possession of
the ball on average in about 14.8% of the time our team is
defending (for obvious reasons, it is not employed when at-
tacking). This is quite a considerable usage share, when tak-
ing into account that most of the time a defending player has
to pursue different tasks, such as covering opponents or ob-
structing potential pass lanes. Taking the perspective of the
dribbling player, the situation is even clearer. An opponent is
being disturbed by one of our players employing the learned
aggressive defense behavior during approximately 41.2% of
the time he is in ball possession.

The deployment of the learned ADB policy in our com-
petition team, Brainstormers, clearly improved its defense
capabilities and had a strong impact on winning the world
championships tournaments RoboCup 2007 and 2008. Fur-
ther details on the learning procedure, system set-up, and
experimental results for the learning task examined in this
case study can be found in (Gabel et al. 2008).

2The performance gain brought about by utilizing ADB was of special
subtlety, insofar as we faced team WrightEagle both in the final match
of the world championships 2007 and 2008.
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5 Case study II: learning motor speed control

5.1 The environment

Fast, accurate and reliable motor speed control is a cen-
tral requirement in many real world applications, especially
for mobile, wheel-based robots. In most applications, this
low level motor control behavior is a crucial prerequisite for
higher level tasks to be efficient and successful. Especially
changing load situations, dependent on the overall system
behavior, are challenging for general control schemes and
are often dedicated to immense effort of designing an ap-
propriate control law with its structure and parameters.

The RoboCup MidSize league provides a competitive
testbed for a broad range of autonomous mobile robot con-
trol tasks. While Sect. 6 presents a case study for learning
a competitive skill for the MidSize league, the objective of
this case study is to learn the low level control of our omni-
directional MidSize robot (see Fig. 13) and is therefore not
only specific to RoboCup. To be more precise, the goal is to
learn reliable and accurate speed control of the DC motors
that operate the robot. On the omnidirectional robot, we have
three DC motors in a specific configuration, each driving an
omnidirectional wheel. The motion and dynamics of the ro-
bot depend directly on the speeds of the three motors. This
gives the robot a high maneuverability and avoids nonholo-
nomic constraints in motion planning. On the other hand, the
interaction of the three motors causes highly changing load
situations which a motor controller has to cope with.

5.2 Task description & learning system setup

Our goal is to learn a fast, accurate and reliable controller
for regulating the speed of each DC motor of the omnidirec-
tional mobile robot, solely by interaction with the real robot.

Instead of learning a specialized controller for each mo-
tor, we show a setup where we learn a single controller that
operates independently on each of the three motors. From
the point of view of the controller, it gets the state informa-
tion and set point of a single motor and answers with an ac-
tion that will regulate this motor from its current state to the
desired speed. In other words, there is only one single DC
motor in the view of the controller that has to be controlled
in a broad range of dynamical load situations. On the other
hand, from the point of view of the robot, there is one con-
troller that can take an action for each of the three motors
separately in each time step. This procedure is legitimate,
since the three motors and wheels are of the same type of
construction. In the following, we will describe the learn-
ing system setup in more detail. For doing so, we take the
viewpoint of the controller, so the task is DC motor speed
regulation, based on the state information of a single motor,
to arbitrary set points under a broad range of load situations.

The control problem considered can be described as a
Markovian Decision Problem (MDP). As our goal is to learn
in interaction with the real motor, we use Neural Fitted Q-
iteration to have a fast and robust learning setup.

The input to the RL controller must represent the current
state of the DC motor, such that the Markovian property of
the task is captured. The state of a general DC motor can
be sufficiently described by two variables, namely the cur-
rent motor speed ω̇ and the armature current I . Since our
final controller has to deal with arbitrary target speeds, the
information about the desired speed must also be incorpo-
rated into the input. In principle, we can do this by directly
using the value of the target speed. However, here we are us-
ing the error between the actual speed and the target speed,
E := ω̇d − ω̇.

The immediate cost function c : S × U → R defines the
control behavior eventually desired. Here, we are facing a
set point regulation task, since no terminal states exist, but
instead regulation is an ongoing, active control task. The
control objective here is to first bring the motor speed close
to the target value as fast as possible and then to actively
keep it at the desired level. In terms of the immediate cost
function, this can be expressed by the following choice of c:

c(s, a, s′) = c(s) =
{

0 if |ω̇d − ω̇| < δ,
0.01 else.

(9)

The first line denotes the desire to keep the motor velocity
ω̇ close to its target value ω̇d , where the allowed tolerance is
denoted by δ > 0.

The second line expresses the desire for the minimiza-
tion of the time of the system being not close to its tar-
get value. The above framework specifies our demand for a
time-optimal controller to a region close to the target value,
which reflects our desire for a fast and accurate control be-
havior.

5.3 Special features

The accurate regulation of the motor speed at arbitrary target
values would, in principle, require the output of continuous
voltages by the controller. Therefore, even if we accept a
certain tolerance in accuracy, a very large action set of con-
trol voltages is needed. However, dealing with large action
sets means having a large number of potential candidates for
each decision, and this drastically increases the complexity
of learning an appropriate control policy.

This is a very common problem for many control tasks,
not only in robotics. To overcome this problem, we use an
integrating output, i.e. a special form of a dynamic output el-
ement (Riedmiller 1997). The idea is that the controller does
not output the voltage directly, but instead just decides about
the decrease or increase of the voltage by a certain amount
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Fig. 8 Scheme of the reinforcement learning controller for the speed
control of a DC motor

�U . By applying this trick, a wide range of resulting volt-
ages can be produced, whereas the set of actions available to
the RL controller remains relatively small. The final action
set of the controller is

�U ∈ {−0.3,−0.1,−0.01,0.0,0.01,0.1,0.3}.
As a consequence, the state of the MDP that the con-

troller sees is increased by the current state of the integrating
output U . This adds one additional component to the input
vector of the RL controller.

The final input to the controller consists of the four-
dimensional continuous vector (I,U,E, ω̇). Finally, Fig. 8
shows the overall structure of the RL controller.

5.4 Learning procedure

To train the controller, we use NFQ, described in Sect. 3,
with a multilayer perceptron (MLP) whose topology con-
sists of 5 neurons in the input layer (4 as a state description,
one for the action), 2 hidden layers with 10 neurons each,
and a single output neuron (denoting the Q-value of the re-
spective state-action pair).

As a proof of concept for the presented structure of the
RL controller, we conducted a first experiment with a single,
free-running and therefore load-free real DC motor. For this
experiment, we choose a transition sampling procedure that
interleaves learning phases and data collection, starting with
a randomly initialized neural Q-function. In the data collec-
tion phase, the DC motor is controlled by exploiting the cur-
rent Q-function in an ε-greedy manner (exploration is done
in 20% of time steps) for 100 time steps. Afterwards, the
NFQ-procedure is executed on the set of all transition sam-
ples collected so far, and a new data collection phase begins
with a randomly selected set point. In Fig. 9, the system be-
havior in the initial learning phase is shown. Learning was
achieved very efficiently, i.e. after only 198 s (little more
than 3 minutes) of interaction time with the real system, an
effective RL controller was learned from scratch. The result-
ing performance of the learned reinforcement learning con-
troller is highly satisfying, both with respect to speed and
accuracy (Figs. 10 and 11).

This first experiment showed a good performance in the
special case of a single free-running motor. The learned con-
troller, however, fails in controlling the motors of the real
robot. This is mainly because it has never seen dynamically

Fig. 9 (Color online) Behavior of the reinforcement learning con-
troller in the early stages of learning. The behavior of the motor speed
is rather arbitrary, since the controller has not yet learned a useful pol-
icy. All the transition data is collected, stored and used for training. The
small figure shows how the integration of the RL actions works. The
green lines denote the actions that are selected by the RL controller,
which are integrated to result in the voltage finally applied to the motor
(black signal)

Fig. 10 Performance of the learned controller on the free running real
DC motor. Different set points are reached quickly and accurately

changing load situations. In addition the dynamics of the
load free motor is almost noise free, allowing smooth control
and a very small steady state error. This changes drastically
on the real robot, where the interaction of the omnidirec-
tional wheels with the ground cause severe noise due to the
shape of the omnidirectional wheels. The interaction of the
three motors causes dynamic changing loads for the motors.

To collect data with typical load situations for the con-
troller in its final working range, we have to collect them di-
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Fig. 11 A trajectory with changing set point. The controller reaches
each set-point solely by learning through interaction with the real DC
motor

rectly in interaction with the real omnidirectional robot. This
was done by putting the robot on the ground and driving it
around by applying the controller structure independently
of the three motors of the robot. Following this approach,
we can collect three different transition samples in different
load conditions in each time step. In contrast to the transition
sampling procedure that interleaves learning phases and data
collection, we decided to pursue another strategy here. Data
was collected completely at random, i.e. random control sig-
nals were emitted to each of the three motors on trajectories
of an episode length of 150 time steps. A new set point was
randomly selected for each motor after each data collection
episode in order to collect a broad range of set points. Af-
ter all data-collecting episodes are finished, the controller is
trained by NFQ in a purely off-line manor. Using random
sampling exclusively is a valid procedure, since NFQ does
not require that samples are collected in a certain fashion.

For the application of the controller on the real omnidi-
rectional robot, we ran 50 data collection episodes (each cor-
responding to a duration of 5 seconds), applying purely ran-
dom control signals. This gave an overall of 50 · 150 = 7500
transition samples collected for each motor. Since the data
was collected simultaneously for all three motors, this re-
sulted in an overall of 3 · 7500 = 22500 transition samples
that can be used for training the controller within the NFQ
framework. The whole process of data collection on the real
robot needed only 50 · 5 s = 250 s, which is little more than
4 minutes. After only 30 iterations through the NFQ loop, a
highly effective controller was learned.

5.5 Final performance

In Fig. 12, the learned controller is shown running on the
real robot. The global drive commands used as a demonstra-
tion here are ‘drive forward with 0.5 m/s’ and then ‘rotate by

Fig. 12 The learned controller tested on a follow-up control on the
real robot. The robot was driven forward with 0.5 m/s changing to a
rotational velocity of 2 rad/s. The controller is able to achieve the ve-
locities for all three motors under the presence of noise generated from
the wheels

2 rad/s’. The inverse kinematics are used to deliver the re-
spective target speeds for each motor. The task of the learned
controller is then to regulate each motor to the desired motor
speed.

As shown in Fig. 12, the neural controller has learned to
control the motors very quickly and reliably to their desired
target speeds. A highly satisfying fact is that the learned
speed controller works reliably under the wide range of ac-
tual loads that occur within the real robot movement. It has
even learned to deal with the considerable noise that occurs
in the measured data due to the shape of the wheels. For
the complete setup and more information, see (Hafner and
Riedmiller 2007).

6 Case study III: learning to dribble on a MidSize robot

6.1 The environment

In the MidSize league, two teams of 6 robots play on a
12 m × 18 m field. The robots are completely autonomous,
doing all sensing, information-processing and decision-
making on board. Our robot (see Fig. 13) uses a camera
as its main sensor and has an omnidirectional drive based on
three motors. The sense-act loop is carried out with 30 Hz,
which means that a new motor command is sent every 33 ms.
A motor command consists of three values denoting v

target
y

(target forward speed relative to the coordinate system of
the robot), v

target
x (target lateral speed) and v

target
θ (target

rotation speed). These values are then transformed into the
target motor speeds of the three motors by the use of the
inverse kinematics model of the robot.
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Fig. 13 Brainstormers MidSize league robot. The difficulty of drib-
bling lies in the fact that, according to the rules, at most one-third of
the ball may be covered by the robot. Not losing the ball while turning,
therefore requires a sophisticated control of the robot motion

In our framework, robot skills (such as driving to a cer-
tain position, intercepting a ball, dribbling a ball) are imple-
mented as discrete-time closed-loop controllers. The con-
ventional way to design such a skill is to program a base-
controller and then fine-tune parameters until the skill works
satisfactorily. Obviously, reinforcement learning in this case
is highly attractive, not only that computer power can be
used instead of man power to develop a skill, but also the
learning results can be expected to be superior, even more
so if learning is based on an optimization approach.

Learning directly on a real robot has the additional advan-
tage that the controller is directly tuned to the behavior of the
actual hardware instead of an idealized model. This is partic-
ularly true here, since some real-world effects are extremely
difficult to model, e.g. the interaction of the ball with the ro-
bot’s dribbling device. On the other hand, learning on real
robots requires highly data-efficient learning methods, since
collecting experience is usually expensive with respect to
both time and abrasion of material. The following describes
the application of a neural RL controller that directly learns
to dribble a ball on a real robot from scratch.

6.2 Task description & learning system setup

Dribbling in the context of this experiment means keep-
ing the ball in front of the robot, while turning to a given
target. Since according to the rules of the MidSize league,
only one-third of the ball may be covered by a dribbling de-
vice, this is quite challenging. The dribbling behavior must
carefully control the robot such that the ball does not role
away when the robot changes direction. In previous years,
we used a hand-coded and carefully hand-tuned routine for
this, which was already quite successful (e.g. using it, we
won the world championship in 2006 and several European

titles). However, it showed weaknesses by failing to execute
turns sharply and by occasionally losing the ball.

Within the RL framework, we model the dribbling prob-
lem as a terminal state problem with both a terminal goal
state and terminal failure states. Intermediate steps are pun-
ished by constant costs of c = 0.01. We use the Neural Fitted
Q Iteration method as the core learning algorithm. The com-
putation of the target value for the batch training set thus
becomes:

Qtarget (s, a) :=
⎧
⎨

⎩

1.0, if s′ ∈ S−,
0.01, if s′ ∈ S+,
0.01 + minb Q̃(s′, b), else

(10)

where S− denotes the states, where the ball is lost, and S+
denotes the states, where the robot has the ball and heads
towards the target. State information for the real robot is
computed from the camera input and the internal odome-
try sensors of the robot (see Sect. 3.4). For dribbling, we use
a six-dimensional vector with the following real valued en-
tries: speed of the robot in relative x and y direction, rotation
speed, x and y ball position relative to the robot and finally
the heading direction relative to the given target direction.
A failure state s ∈ S− is encountered if the ball’s relative x
coordinate is larger than 50 mm or less than −50 mm, or
the relative y coordinate exceeds 100 mm. A success state is
reached whenever the absolute difference between the head-
ing angle and the target angle is less than 5 degrees.

The robot is controlled by a three-dimensional action
vector, denoting target translational and rotational speeds.

6.3 Special features

When dealing with a real-world system, data acquisition
typically becomes a non-trivial issue. Most important, the
learning problem has to be formulated such that good solu-
tions can be found while reasonably restricting the degrees
of freedom to keep the number of interactions with the real
system at a reasonable amount.

Following the above argumentation, we implemented an
‘intelligent’ interpretation of the rotation value. If the differ-
ence between the current body angle and the target direction
was negative, the rotation speed was automatically set to a
negative value. Therefore, we could restrict the action set to
positive rotation speeds. In the same, way the lateral target
speed v

target
x switched its sign if the rotation speed is neg-

ative. Here, however, also negative values for v
target
x were

allowed.
Overall, 5 different action triples have been used,

U = {(2.0, 0.0, 2.0), (2.5, 0.0, 1.5), (2.5, 1.5, 1.5),

(3.0,1.0,1.0), (3.0,−1.0,1.0)}, where each triple denotes
(v

target
x , v

target
y , v

target
θ ) (see Fig. 14).

Actions are selected greedily according to the neural Q
value function. For dribbling, it turned out that it suffices
if actions are reconsidered every second time step. This re-
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Fig. 14 Action set of the
dribbling controller. 5 different
combinations of forward and
lateral speed (vxy ) and rotation
speed (vθ ) are available for
choice

duces the number of decisions per trajectory and therefore
simplifies the learning problem.

Input to the Neural Fitted Q-iteration method is a set of
transition triples of the form (state, action, successor state).
A common procedure to sample these transitions is to alter-
natively train the Q function and then sample new transitions
episode-wise by greedily exploiting the current Q function.
However, on the real robot, this means, that between each
data collection phase one has to wait until the new Q func-
tion has been trained. This can be annoying, since putting the
ball back on the field requires human intervention. There-
fore, we decided to go for a batch-sampling method, which
collects data over multiple trials without relearning.

At the beginning of each trial, the robot waits until the
ball is put onto the middle of the field, before moving to a
starting position 2 m away from the ball. Next, it drives to-
wards the ball and as soon as it gets there, the dribbling trial
is started. In every trial, a different target direction is given.
Here, we collected batches of 12 trials each without retrain-
ing the neural controller within a batch. After each batch,
the sampled transitions are added to the data set, and learn-
ing is started. If the set of target values used for the 12 trials
are the same for each batch, then concurrently to data sam-
pling, the performance of the controllers can be evaluated
and compared. This was the case here. An extension of this
method is to do some exploration in one part of the batch and
be greedy in another part. Then, performance can be judged
when the controller is greedily exploited, and seeing a diver-
sity of data is guaranteed by the exploration part. However,
for this study, always greedily following the value function
turned out to be sufficient.

6.4 Learning procedure

For learning, we use the Neural Fitted Q framework de-
scribed in Sect. 3. The value function is represented by a
multilayer perceptron with 9 input units (6 state variables
and 3 action variables), 2 hidden layers of 20 neurons each
and 1 output neuron. After each batch of 12 trials, we did
10 NFQ iterations, where in each iteration we computed the
target values according to equation 10. Learning the target
values was done in 300 epochs of supervised batch learning,
using the Rprop learning method with standard parameters.
After learning was finished, the new controller was used to
control the robot during the next data collection phase. After

Fig. 15 Comparison of hand-coded (outer trajectory, red) and neural
dribbling behavior (inner trajectory, blue) when requested to make a
U-turn. The data was collected on our real robot. When the robot gets
the ball, it typically has an initial speed of about 1.5 to 2 m/s in forward
direction. The positions of the robot are displayed every 120 ms. The
U-turn of the neural dribbling controller is much sharper and faster

11 batches (= 132 trials), a very good controller was learned.
The complete learning procedure took about one and a half
hour, including the time used for offline updating of the
neural Q function. The actual interaction time with the real
robot was about 30 minutes, including preparation phases.

6.5 Final performance

The neural dribbling controller is implemented as an au-
tonomous skill within our robot control architecture. The be-
havior is called with a certain target direction and the current
state information. It returns a three-dimensional drive vector
consisting of rotation speed vθ , the relative forward speed
vy , and the relative lateral speed vx . It was the first behav-
ior in our MidSize robot that was completely learned on the
real robot. For intercepting the ball, we also use a learned
behavior, but it was learned by the use of a simulator. The
neural dribbling skill performed significantly better than the
previously used hand-coded and hand-tuned dribbling rou-
tine, especially in terms of space and time needed to turn to
the desired target direction (see Fig. 15).
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The neural dribbling skill has been successfully used in
our competition team since 2007. With its help, we won the
world championship 2007 in Atlanta and became third at the
world championship in 2008 in Suzhou, China.

7 RL in Brainstormers’ competition teams

The Brainstormers project was started in our research group
in 1998 with the goal to develop autonomous soccer robots
that are able to learn to act by the extensive use of ma-
chine learning techniques, with a particular focus on rein-
forcement learning methods. By participating in the annual
RoboCup championships, we aim at demonstrating the ef-
fectiveness of learning approaches in a highly competitive
field. We see this competitive evaluation as one important
contribution for reaching maturity of learning methods with
respect to practical applicability.

The skills that have been learned (see Table 2 for an
overview) range from direct motor control skills (like motor
speed control, Case Study II) to individual skills (like drib-
bling, Case Study III or intercepting the ball), to skills inter-
fering with opponents (like the aggressive-defense behavior,
Case Study I) and complex multiagent behaviors (like co-
operative attack play, considering 7 attacking team players
and 8 defending opponent players, Riedmiller et al. 2003).
In order to finally yield a competitive software agent, the
individual skills must also prove their superiority to alterna-
tive approaches. Therefore, all the learned skills that made

Table 2 Overview of a selection of behaviors that were learned by
neural reinforcement learning methods for the Brainstormers’ simu-
lation league and MidSize league teams over the years from 2000 to
2008. Filled dot denotes the application in the competition team, empty
dot denotes that the skill was successfully learned, but finally did not
make it into the competition team. Many of the skills have been im-
proved from year to year

’00 ’01 ’02 ’03 ’04 ’05 ’06 ’07 ’08

Simulation League

NeuroKick • • • • • • • • •
NeuroIntercept • • • • ◦ ◦
NeuroGo2Pos • • • • •
NeuroADB • •
NeuroAttack ◦ • • • • • • •
NeuroPenalty • • • • • •
Rank 2 2 3 3 2 1 2 1 1

MidSize League

NeuroMotorSpeed ◦ ◦
NeuroGo2Pos ◦ ◦ ◦
LmapIntercept • • •
NeuroDribble • •
Rank 1 1 3

it inside our competition code have proven their superior-
ity compared to previous hand-coded versions. When all the
learned skills are activated in our simulation league agent,
up to 80 percent of the decisions in a game are triggered
by neural networks (e.g. when activating all neural skills in
our 2005 agent, a neural network is involved in decision-
making on average in 56.8% (defender), 73.0% (sweeper),
84.4% (midfielder), 82.6% (attacker), of its total number of
actions).

In almost all cases, we used neural networks for repre-
senting the value function, using the batch RL framework
described in Sect. 3 as the general learning framework. The
state dimension typically ranges from 5 to 10 real valued
state variables, the number of discrete actions is typically in
the range of up to 10 for real robot learning and up to sev-
eral hundreds of actions for learning in the simulation league
agent.

8 Conclusions

Real-world applications of reinforcement learning methods
require highly data-efficient and robust learning algorithms.
The batch RL paradigm discussed in Sect. 3 provides a use-
ful framework that can be adapted in various ways accord-
ing to the concrete requirements of the learning task to be
solved. We demonstrated the concrete application of this
concept in three case studies, all within the context of our
Brainstormers’ robotic soccer project. Learned skills have
been vastly and successfully applied over more than 8 years
in our competition teams. The learning tasks faced typically
have continuous state spaces, a considerable amount of state
dimensions and rich action sets.

The success of the Brainstormers project is not only doc-
umented by the record of rankings in the competitions (we
won 5 world championships, several European titles, and
multiple 2nd and 3rd places), but also by the development
of the learning methods with respect to their increased prac-
tical applicability. While at the beginning of our project, of-
ten hundreds of thousands of episodes had to be done to
learn a successful policy, the increased robustness and data-
efficiency of the algorithms has lead to learning systems that
are now able to actually learn on real robots from scratch.
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