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Dr. Eick’s COSC 6368 Spring 2006
Reinforcement Learnining & Logical Reasoning
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Deadline: due April 11 in class

Last updated: Feb. 14, 2006
10) Reinforcement Learning for the ABC-World w=12
a) Compute the utility of the different states in the XYZ World (http://www2.cs.uh.edu/~ceick/ai/ABC-World.ppt) starting with initial utility value of 0 for each state by running Bellman update for 200 iterations for =1 and =0.2.  Interpret the results! If you run into unusual numerical problems, use the “more complicated” approach that is described in Fig. 17.4 of the textbook. 

b)  Using temporal difference learning, compute the utilities of states of a policy P that traverses states of the XYZ world as follows: 1-2-3-5-2-3-5-8-6-9-10-8-6-9-10-8-6-5-4-1 Run the TD-Learning algorithms for 40 loops
 using the policy P with =0.2 and =0.5; report the utility values; then run the TD-Learning algorithm for 40 more loops but reversing the rewards associated with states (positive rewards become negative, and negative rewards become positive; e.g. a reward of +9 would be associated with state 6, and a reward of -5 would be associated with state 3). Interpret the results! Is this form of learning suitable to cope with changes of the reward function? Also briefly compare the results of the first part of the experiment for question b with the results you obtained for question a. Write a 2-3 page report that summarizes the findings of the project. Be aware of the fact that are at least 30% of the available points are allocated to the interpretation of the experimental results.
11) TD-Q-Learning w=3
Assume the following state space is given, in which an agent can execute actions a (denoted by the red arrow) and b (denoted by the black arrow). 





The agent receives a specific reward for reaching a particular state (+9 for reaching state 0, +8 for reaching state 1, and –20 for reaching state 2). For example, if the agent applies action a in state 0 he reaches state 1 and obtains a reward of +9 that is associated with state 0). Assume TD Q-learning (see page 776 of our textbook) is applied to this problem. The agent executes the action sequence a,b,a,a,b,a,a,a,b; how does the Q-table look like after the agent executed the 9 actions (assume that the initial Q-values are 0, and that the learning rate is 0.3 and the discount factor  is 0.8)? Indicate every update in Q-values in a table for each step.

Interpret the Q-Table you obtained! What does this particular Q-table tell the agent about what behavior is most beneficiary? 
12) Translating Natural Language into FOPL w=3
a. Some students took neither COSC 6340 nor COSC 6351.

b. Every rich person owns more than one house in Florida
c. There is a student in COSC 6368 that did better in every exam than any other student in the class.

d. Nobody likes taxes.
13) Using Resolution for Theorem Proving w=7
a) Show using Resolution (and not by using other methods!):

(1) VxVy]z ( (Q(x,y) ( P(x,x)) ( S(x,z) )

(2) VaVb (S(a,b) ( R(a,b))

(3) ]cVd P(c,d)

(4) VsVt (Q(s,t) ( P(s,s))

|-

(X) Ve]f]g (Q(e,f) ( R(e,g))

First transform the FOPL formulas into clauses, and then the hunt for the empty clause can begin!

b) Prove using resolution (and not using other methods) 

(A1) Every man loves at least one woman.

(A2) Every woman loves at least one man.

(A3) Man only love woman who are intelligent
(A4) Sally is an intelligent woman
|-

(A) There is at least one intelligent man in the world.

c) Is it possible that a theorem prover runs forever, when trying to prove statement (A) in problem 8.b? If your answer is no, give reasons for your answer! If your answer is yes, explain under which circumstances the theorem prover might generate clauses “forever”? What are the practical implications of your answer for resolution theorem provers in general? 
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� As in the previous task use 0 as the initial utility of a state; however, do not reinitialize the utilities after 40 loops have been completed.
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