April 11, 2006
Assignment4 Spring 2006
Dr. Eick’s COSC 6368 

Reasoning in Uncertain Environment & AI and Philosophy
Deadlines: Problems 14-17: Th., April 27 in class; 18: Sa., April 29, 8p.
14. Bayes’ Theorem (w=2)
In the general population, one in a million people have the dreaded tv disease.  Fortunately, there is a test (test4tv) for this disease.  Unfortunately, it is only 97% accurate.  That is, if you have the disease, 97 times out of 100 test4tv will turn out positive; if you do not have the disease, 97 times out of 100 the test will turn out negative.Sadly to say, you take this test and the results indicate you have the disease.  Use Bayesian reasoning to calculate the probability that you actually have the disease.  That is, compute:

P (hastv= true | test4tv = positive)

15. D-separability in Belief Networks (w=2)
Consider the following belief network that consists of variables A, B, C, D, E, F all of which have two states {true,false} and whose structure is depicted below is given.

               B          F
A                              D           E

               C

a) Which of the following statements are implied by the indicated network structure; answer yes and no, and give reasons for your answers! 

i) P(A,D|C) = P(A|C)*P(D|C)

ii) P(B,C|A)=P(B|A)*P(C|A)

iii) P(E|A,D)=P(E|D)

iv) P(A|D)=P(A)

16. Belief Network Design / Belief Network Computation (w=4)
Assume that John and Fred do not know each other and live in different parts of town, and take a (different) bus to UH to attend the same class. If their bus is late they will be late for school; moreover, both use the same commercial wakeup service, and will be late to school if the wakeup service fails to call them; you can assume if the wakeup service fails (e.g. an employee does not come to work) both will come late to school. Assume you have to model this information using a belief network that consists of the following variables that have boolean ({true,false}) states:
· Walkup-service-fails: The wakeup service fails (short WSF)

· Fred-bus-late: Fred’s bus is late (short FBL)

· John-bus-late: John’s bus is late (short JBL)

· John-late: John is late at school (short JL)

· Fred-late: Fred is late at school (short FL)

Furthermore, you can assume that if their bus is on time and their wakeup service does not fail, a student will be on time for class in 99 of 100 cases (that is, there is a “residual” probability of 0.01 that John or Fred are late “for other reasons”).  Moreover, assume that the probability that the wakeup service fails is 0.01, the probability that Fred’s bus is late is 0.1, and the probability that John’s bus is late is 0.08.

1. Design the structure of a belief network that involves the above variables! Next specify the probability tables for your network design.
2. Using your results from the previous step, compute P(John-bus-late=true|John-late=true) (P(JBL|JL))  by hand! Explain all non-trivial steps in your computation!
3. You can verify your computation using Netica or any other belief network tool.
17. Belief Network Design & Using a belief network tool (w=7)

Assume we have 4 astronomers, in different parts of the world that make measurements M1, M2, M3, and M4 of the number
 of stars N in some region of the sky. Normally, there is a probability of 0.05 that the astronomer counts a single star twice (overcounts by one star; you can assume that the four astronomers never undercount; moreover, if there is no star visible (N=0) the astronomer never overcounts). Moreover, there is a 0.1 probability (P(Fi=1)=0.1) that a telescope is out of focus (represented using random variables F1, F2, F3 and F4), in which the scientist undercounts by 2 or more stars (e.g. if N is 4 the scientist will count 2, 1 or 0 stars; you can assume if information is missing that each case has the same probability). Design a belief network, and compute the probability of the other variables assuming the following pieces of evidence are given (you are allowed to use Netica or another belief network tool to compute your answer): 
1. M1=3 M2=3 M3=1 M4=1

2. M1=4 M2=4 M3=1 M4=1

3. M1=5 M2=6 M3=4 M4=0
4. N=5, M2=1, M3=0

5. M2=6 M3=3 M4=4

6. M1=3 M2=3 M3=1 

7. M1=3 M2=2 M3=2 

8. N=4 F1=1 F2=1 F3=1 

9. N=3 F1=0 F2=0 F3=0 F4=0
List the probabilities of all other variables in your answer!

Hint: checkout problem 14.4 of the textbook that is similar
Links to download belief network tools: 

· BNJ: http://www.kddresearch.org/Groups/Probabilistic-Reasoning/BNT/
· Netica: http://www.norsys.com/download.html
· Hugin Lite: http://www.hugin.com/Products_Services/Products/Demo/
· MSBNx: http://www.research.microsoft.com/adapt/MSBNx/
Also, look at the small example that Udit has created at http://www2.cs.uh.edu/~udit regarding the use of Belief Network Tools. The website contains a small demo on how to use Hugin Lite to design a Belief Network Applications.
18) Foundations of AI (w=3)
Solve either problem 26.2 or 26..8 of the textbook. Limit your answer to 1-1.5 single-spaced pages.Netica: http://www.norsys.com/download.html
· Hugin Expert Demo: http://www.hugin.com/Products_Services/Products/Demo/
· MSBNx: http://www.research.microsoft.com/adapt/MSBNx/
·  BNJ: http://www.kddresearch.org/Groups/Probabilistic-Reasoning/BNT/
� You can assume that N is limited to 5  --- but the astronomer do not know that --- and M1,M2,M3,M4 are therefore limited to 0 through 6.
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