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Abstract—Two-dimensional square RAID arrays organize 
their data disks in such a way that each of them belongs to exactly 
one row parity stripe and one column parity stripe. Even so, they 
remain vulnerable to the loss of any given data disk and the parity 
disks of its two stripes. We show how to eliminate all but one of 
these fatal triple failures by entangling the parity disks of the 
array, that is, XORing the contents of each parity disk with that of 
its predecessors. As a result, our new organization reduces the 
number of fatal triple failures by 96 to 99 percent and the number 
of fatal quadruple failures by around 85 percent without the need 
for any additional hardware. 

Keywords—storage systems; magnetic disks; system reliability; 
fault-tolerance.  

I. INTRODUCTION 

As our societies become more fully digitized, ever increas-
ing resources are dedicated to the online storage of archival 
data, that is, data that are unlikely to be modified after their 
creation, that are not frequently accessed and that have lifetimes 
measured in years, if not in decades. Designing cost-effective 
online solutions for storing these data remains an important 
challenge as their hardware requirements differ from those of 
conventional file systems in several important ways. First, 
archival data do not make high demands on the storage systems 
transfer rates. As a result, magnetic disks still maintain a strong 
cost advantage over solid-state devices. Second, random writes 
are extremely rare, even when compared with the infrequent 
read accesses. Finally, archival data stores have much more 
stringent fault-tolerance requirements than conventional file 
systems as they have to preserve the integrity of vast collections 
of data very long periods of time. 

Two-dimensional square RAID arrays present a good 
example of a storage solution that is better suited for archival 
applications than for conventional file systems.  As seen on Fig. 
1, they consist of ݊ଶdata disks and 2݊ parity disks organized in 
such a way that each data disk belongs to two distinct RAID 
level 4 parity stripes, namely, a row parity stripe and a column 
parity stripe. For instance, data disk ܦଷଶ belongs to both the row 
parity stripe that includes parity disk ଷܲ and the column parity 
stripe that includes parity disk ܳଶ. The main advantage of the 
organization is that it can tolerate all double disk failures and 
most triple failures without any data loss. As Fig. 2 shows, the 
sole fatal triple failures are the failure of a data disk and the 

simultaneous failures of the parity disks of its row parity stripe 
and its column parity stripe, for a total of ݊ ଶ fatal triple failures. 
Conversely, the organization is not well suited to conventional 
storage applications as simultaneous updates of data stored on 
disks in the same parity stripe would all have to update the 
contents of the same parity disk. 

There are however cases when square RAID arrays can fail 
to provide a sufficient level of protection against data losses. 
One of such instances is when failed disks cannot be replaced 
outright. Another is when the disks of the array happen to be 
much less reliable than expected. As Beach [1] noted, this can 
happen to disks from the most reputable manufacturers and the 
failure rates of the bad disks can reach 25 percent per year.  
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Fig. 1. A two-dimensional square RAID array with 16 data disks and 
8 parity disks. 
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Fig. 2. One of the 16 triple failures that will result in a data loss. 



The two extant solutions for improving the reliability of 
square RAID arrays require either adding an additional super-
parity disk [7] or mirroring either one of the two sets of parity 
disks [9]. The solution we propose here does not require any 
additional hardware. It consists of entangling each parity disk 
by XORing its contents with the contents of its immediate 
predecessor. This will allow the array to recover from all triple 
disk failures except for the failure of the last data disk and its 
two parity disks. As a result, the number of fatal triple failures 
will be reduced by 96 to 99 percent depending on the size of the 
array. The number of fatal quadruple failures will be similarly 
reduced by around 85 percent and the number of fatal quintuple 
failures by 69 to 75 percent. 

The remainder of this paper is organized as follows. 
Section II reviews previous work. Section III introduces our 
technique and discusses its vulnerability to quadruple and 
quintuple failures. Section IV evaluates its reliability and 
compares it to those of conventional two-dimensional RAID 
arrays. Section V discusses how to implement data updates and 
Section VI has our conclusions. 

II. PREVIOUS WORK 

In this section, we discuss relevant previous work on 
square RAID arrays and on entanglements. 

A. Two-dimensional square arrays 

Two-dimensional square RAID arrays, or 2D-parity arrays, 
were first investigated by Schwarz [11] and by Hellerstein et al. 
[5]. More recently, Lee patented a two-dimensional disk array 
organization with prompt parity updates in one dimension and 
delayed parity updates in the second dimension [6]. 

Since these arrays store their parity information on dedi-
cated disks, they are better suited for archival storage than 
maintaining more dynamic workloads. 

In a previous paper, some of the authors have proposed to 
increase the fault-tolerance of these arrays [8] by adding a 
superparity disk ܵ [13] that would contain the exclusive or 
(XOR) of either all row parity disks, that is, disks ଵܲ to ସܲ in 
Fig. 1, or all column parity disks, that is, disks ܳଵ to ܳସ in the 
same figure. In other words, we would have 

ܵ	 ൌ 	 ଵܲ⨁ ଶܲ⨁ ଷܲ⨁ ସܲ ൌ 	ܳଵ⨁ܳଶ⨁ܳଷ⨁ܳସ 

The extra disk would allow the array to recover from the 
simultaneous failure of any of the ௜ܲ and any of the ܳ௝	parity 
disks without having to access any data disk, thus eliminating 
all fatal triple failures. 

Another way to eliminate all fatal triple failures [9] is to 
mirror either all row parity disks ( ଵܲ to ସܲ	in our example) or 
all column parity disks (ܳଵ to ܳସ	in our example). 

B. Entanglements 

Entanglements [2], [3], [4] trade space for increased relia-
bility and faster writes, especially in the case of log-structured 
append-only storage systems. 

Simple entanglements require equal numbers of data and 
parity disks; therefore, they have the same space overhead as 
 

mirroring. Some of the authors [4] have recently shown that a  
simple open entanglement chain with 2݊ disks will tolerate the 
failure of any single disk and the simultaneous failure of any 
two of them, except for the two last disks, which is much better 
than a mirrored organization. At the same time, appending a 
block to the entanglement will require one read and two writes, 
that is, one less read and one less write than RAID level 6 and 
two-dimensional RAID arrays. 

As Fig. 3 shows, a simple entanglement layout consists of 
an equal number of data blocks ܦଵ,ܦଶ,… ,  ௡ and parityܦ
blocks	 ଵܲ, ଶܲ, … , ௡ܲ. As data blocks are added to the entangle-
ment, their associated parity blocks are computed according to 
the recurrence  

௜ܲାଵ 	ൌ 	 ௜ܲ⨁ܦ௜ାଵ  

with ଵܲ 	ൌ   .ଵܦ	

As a result, we have 
	
ଵܲ ൌ ଵܦ	
ଶܲ 	ൌ ଶܦ⨁ଵܦ	
…
௜ܲ ൌ ଶܦ⨁ଵܦ ௜ܦ⨁௜ିଵܦ⨁…

 

We can eliminate the remaining fatal double failure by 
closing the entanglement and redefining the initial conditions 
of our recurrence as 

ଵܲ ൌ 	 ௜ܲ⨁ܦଵ
ଶܲ 	ൌ ଶܦ⨁ଵܦ	

 

The sole drawback of the process is that appending a new 
block ܦ௜ାଵ will now require updating parity block ܲ ଵ in addition 
to creating a new parity block ௜ܲାଵ. 

III. OUR PROPOSAL 

The best way to increase the reliability of two-dimensional 
square RAID array is to eliminate as many fatal triple failures 
as possible. We propose to do that by offering a recovery path 
for most parity disks involved in a fatal triple failure. 

Observe that the parity disks of a square RAID array are 
defined as 

ଵܲ ൌ 	,ଵ௡ܦ⨁…⨁ଵଶܦ⨁ଵଵܦ	
ଶܲ ൌ 	,ଶ௡ܦ⨁…⨁ଶଶܦ⨁ଶଵܦ	
… 

௡ܲ ൌ  ௡௡ܦ⨁…⨁௡ଶܦ⨁௡ଵܦ	

and  

ܳଵ ൌ 	,௡ଵܦ⨁…⨁ଶଵܦ⨁ଵଵܦ	
ܳଶ ൌ 	,௡ଶܦ⨁…⨁ଶଶܦ⨁ଵଶܦ	
… 
ܳ௡ ൌ  .௡௡ܦ⨁…⨁ଶ௡ܦ⨁ଵ௡ܦ	
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Fig. 3. An open single entanglement. 



We propose a new definition of these parities that entan-
gles: 

 Each parity disk ௜ܲ with parity disk ௜ܲିଵfor 2 ൑ ݅ ൑ ݊  
 Each parity disk ܳ௝ with parity disk ܳ௡ିଵ for 2 ൑ ݆ ൑

݊ 

As a result, 

ଵܲ ൌ 	,ଵ௡ܦ⨁…⨁ଵଶܦ⨁ଵଵܦ	
ଶܲ ൌ 	 ଵܲ⨁ܦଶଵ⨁ܦଶଶ⨁…⨁ܦଶ௡,	
… 

௡ܲ ൌ 	 ௡ܲିଵ⨁ܦ௡ଵ⨁ܦ௡ଶ⨁…⨁ܦ௡௡ 

and  

ܳଵ ൌ 	,௡ଵܦ⨁…⨁ଶଵܦ⨁ଵଵܦ	
ܳଶ ൌ 	ܳଵ⨁ܦଵଶ⨁ܦଶଶ⨁…⨁ܦ௡ଶ,	
… 
ܳ௡ ൌ 	ܳ௡ିଵ⨁ܦଵ௡⨁ܦଶ௡⨁…⨁ܦ௡௡. 

We now have two ways for recovering the ݊	 െ 1 first ௜ܲ 
and ܳ௝ parity disks 

ଵܲ 		ൌ 	ଵ௡ܦ⨁…⨁ଵଶܦ⨁ଵଵܦ	
ଵܲ 		ൌ 	 ଶܲ⨁ܦଶଵ⨁ܦଶଶ⨁…⨁ܦଶ௡,	
ଶܲ 		ൌ 	 ଵܲ⨁ܦଶଵ⨁ܦଶଶ⨁…⨁ܦଶ௡,	
ଶܲ 		ൌ 	 ଷܲ⨁ܦଷଵ⨁ܦଷଶ⨁…⨁ܦଷ௡	
…	
௡ܲିଵ ൌ 	 ௡ܲିଶ⨁ܦ௡ିଵ,ଵ⨁ܦ௡ିଵ,ଶ⨁…⨁ܦ௡ିଵ,௡,	
௡ܲିଵ ൌ 	 ௡ܲ⨁ܦ௡ଵ⨁ܦ௡ଶ⨁…⨁ܦ௡௡, 

and 

ܳଵ 				ൌ 	௡,ଵܦ⨁…⨁ଶଵܦ⨁ଵଵܦ	
ܳଵ 				ൌ 	ܳଶ⨁ܦଵଶ⨁ܦଶଶ⨁…⨁ܦ௡,ଶ,	
ܳଶ 				ൌ 	ܳଵ⨁ܦଵଶ⨁ܦଶଶ⨁…⨁ܦ௡,ଶ,	
ܳଶ 				ൌ 	ܳଷ⨁ܦଵଷ⨁ܦଶଷ⨁…⨁ܦ௡,ଷ	
…	
ܳ௡ିଵ ൌ 	ܳ௡ିଶ⨁ܦଵ,௡ିଵ⨁ܦଶ,௡ିଵ⨁…⨁ܦ௡,௡ିଵ,	
ܳ௡ିଵ ൌ 	ܳ௡⨁ܦଵ௡⨁ܦଶ௡⨁…⨁௡,௡. 

Consider now the triple disk failure displayed in Fig. 2. It 
involves data disk ܦଷଶ, row parity disk ଷܲ and column parity 
disk ܳଶ. Entangled parities will offer two ways to recover the 
lost data: 

 Since ଷܲ ൌ 	 ସܲ⨁ܦସଵ⨁ܦସଶ⨁ܦସଷ⨁ܦସସ, we now can 
recover first ଷܲ then use ଷܲ to recover ܦଷଶ. 

 Since ܳଶ ൌ 	ܳଷ⨁ܦଵଷ⨁ܦଶଷ⨁ܦଷଷ⨁ܦସଷ, we now can 
recover first ܳଶ then use ܳଶ to recover ܦଷଶ. 

The sole triple failure that would remain irrecoverable will 
be the simultaneous failure of data disk ܦ௡௡, row parity disk 
௡ܲand column parity disk ܳ௡: as both parity disks ௡ܲand ܳ௡ 

have no successor, we cannot recover them and reconstitute the 
lost data. 

Let us now consider the impact of fatal quadruple and quin-
tuple failures.  For convenience, we will use ݉	 ൌ 	݊ଶ ൅ 2݊ to 
denote the total number of disks in the array. 

A. Fatal quadruple failures 

We can identify four types of fatal quadruple failures: 

1. As Fig. 4 shows, type A fatal quadruple failures 
involve the three disks that cause a fatal triple failure 
plus any one of the remaining disks, for a total of ݉ െ
3 fatal quadruple failures. 

2. As Fig. 5 shows, type B fatal quadruple failures 
involve the simultaneous failure of four data disks that 

form a rectangle. There are ቀ
݊
2ቁ

ଶ
such failures. 

3. As Fig. 6 shows, type C fatal quadruple failures 
involve two data disks and two parity disks that form 
a rectangle and are all located in either the last two 
rows or the last two columns of the array. There are 
2݊ such failures. 

4. There are two type D fatal quadruple failures. Fig. 7 
displays the one that involves the last two row parity 
disks ( ଷܲ and	 ସܲ), the last column parity disk (ܳସሻ, and 
the data disk in the same row as disk ଷܲ and the same 
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Fig. 4. A type A fatal quadruple failure. 
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Fig. 5. A type B fatal quadruple failure. 
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Fig. 6. A type C fatal quadruple failure. 



column as disk ܳସ. The other type D fatal quadruple 
failure is the symmetric of that one with respect to the 
main diagonal of the array. 

Overall, fatal quadruple failures account for 

ሺ݉ െ 3ሻ ൅	ቀ
݊
2ቁ

ଶ
൅ 2݊	 ൅ 	2 

failures out of a total of ቀ
݉
4ቁ possible quadruple failures. 

B.  Fatal quintuple failures 

We can distinguish six types of fatal quintuple failures: 

1. Fatal quintuple failures of types A to D consist of any 
group of four disks that would cause a fatal quadruple 
failure, plus any other disk. There is a total of 

ቀ݉ െ 3
2

ቁ ൅ ሺቀ
݊
2ቁ

ଶ
൅ 2݊ሻሺ݉ െ 4ሻ 

fatal quintuple failures of types A to D, taking into 
account that the failure represented in Fig. 8 and its 
symmetric are both type A as well as type D failures. 

2. There are two fatal quintuple failures of type E. One 
of them is displayed in Fig. 9 and the other is its 
symmetric with respect to the main diagonal of the 
array. 

3. As Fig. 10 shows, there is a single fatal quintuple 
failures of type F. It involves the parity disks in the last 
two rows and two columns and one specific data disk.  

Overall, fatal quintuple failures account for 

ቀ݉ െ 3
2

ቁ ൅ ሺቀ
݊
2ቁ

ଶ
൅ 	2݊ሻሺ݉ െ 4ሻ ൅ 	3 

failures out of a total of ቀ
݉
5ቁ possible quintuple failures. 

IV. RELIABILITY ANALYSIS 

Estimating the reliability of a storage system means esti-
mating the probability ܴሺݐሻ that the system will operate 
correctly over the time interval ሾ0,  ሿ given that it operatedݐ
correctly at time ݐ ൌ 0. Computing that function requires solv-
ing a system of linear differential equations, a task that becomes 
quickly intractable as the complexity of the system grows. A 
simpler option is to use instead the five-year reliability of the 
array. As this value is typically very close to 1, we will express 
it in “nines” using the formula ݊௡ ൌ െ݈݋ ଵ݃଴ሺ1 െ	ܴௗሻ where 
ܴௗ is the five-year reliability of the array. Thus, a reliability of 
99.9 percent would be represented by three nines, a reliability 
of 99.99 percent by four nines, and so on. 

We develop first a generic Markov model that will apply 
to all sorts of fault-tolerant storage arrays. The specific behavior 
of each fault-tolerant disk array will be represented by the four 
parameters ݉, ߙ, β, ߛ and ߜ where ݉ is the total number of 
disks in the array and ߛ ,ߚ ,ߙ, and ߜ are the respective proba-
bilities that the array will not tolerate the simultaneous failures 
of two, three, four or five disks. We will neglect the probability 
that the array will tolerate a sextuple disk failure, assuming that 
this probability is small enough to be neglected. 

Our model consists of an array of disks with independent 
failure modes. Whenever a disk fails, a repair process is imme-
diately initiated for that disk. Should several disks fail at 
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Fig. 7. A type D fatal quadruple failure. 
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Fig. 8. One of the two fatal quintuple failures that is both as a type A
and a type B failure. 
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Fig. 9. One of the two type E fatal quintuple failures. 
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Fig. 10. The sole type F fatal quintuple failure. 



the same time, this repair process will be performed in parallel 
on those disks. We assume that disk failures are independent 
events and are exponentially distributed with mean ߣ. In addi-
tion, we require repairs to be exponentially distributed with 
mean ߤ. Both hypotheses are necessary to represent our system 
by a Markov process with a finite number of states. 

Fig. 11 displays our state transition probability diagram. 
State <0> is the initial state where all ݉ disks are operational 
and no disk has failed. Should any of the disks fail, the system 
would move to state <1> with an aggregate failure rate ݉ߣ. 
Whenever fatal double failures are possible, the failure transi-
tions from state <1> will be: 

1. A transition to the data loss state with rate 
ሺ݉ߙ െ 1ሻߣ where the actual value of ߙ depends on the 
specific storage organization. 

2. A transition to state <2> with rate 
ሺ1	– –	ሻሺ݉ߙ	 	1ሻߣ. 

In the same way, the two failure transitions from state <2> 
consist of: 

1. A transition to the data loss state with rate ߚሺ݉ െ 2ሻߣ 
where the actual value of ߚ depends on the specific 
storage organization. 

2. A transition to state <3> with rate 
ሺ1	– –	ሻሺ݉ߚ	 	2ሻߣ. 

Following the same pattern, the two failure transitions from 
state <3> are: 

1. A transition to the data loss state with rate 
–	ሺ݉ߛ 	3ሻߣ where the actual value of ߛ depends on the 
specific storage organization. 

2. A transition to state <4> with rate 
ሺ1	– –	ሻሺ݉ߛ	 	3ሻߣ. 

In the same way, the two failure transitions from state <4> 
are: 

1. A transition to the data loss state with rate 
–	ሺ݉ߜ 	4ሻߣ where the actual value of ߜ depends on the 
specific storage organization. 

2. A transition to state <5> with rate 
ሺ1	– –	ሻሺ݉ߜ	 	4ሻߣ. 

Finally, the sole failure transition from state <5> is a 
transition to the data loss state with rate	ሺ݉	– 	5ሻߣ	reflecting our 
assumption that all sextuple disk failures are fatal. 

Recovery transitions are more straightforward: they bring 
the array from state <5> to state <4>, then from state <4> to 
state <3> and so on until the system returns to its initial state 
<0>. 

The Kolmogorov system of differential equations that 
describes the behavior of the array is: 

ሻݐ଴ሺ݌݀
ݐ݀

ൌ െ݉݌ߣ଴ሺݐሻ ൅  ሻݐଵሺ݌ߤ

ሻݐଵሺ݌݀
ݐ݀

ൌ െሺሺ݉ െ 1ሻߣ൅	ߤሻ݌ଵሺݐሻ ൅	

ሻݐ଴ሺ݌ߣ݉																						 ൅  ሻݐଶሺ݌ߤ2

ሻݐଶሺ݌݀
ݐ݀

ൌ െሺሺ݉ െ 2ሻߣ൅	2ߤሻ݌ଶሺݐሻ ൅	

ሺ݉ߙ																						 െ 1ሻ݌ߣଵሺݐሻ ൅  ሻݐଷሺ݌ߤ3

ሻݐଷሺ݌݀
ݐ݀

ൌ െሺሺ݉ െ 3ሻߣ൅	3ߤሻ݌ଷሺݐሻ ൅	

ሺ݉ߚ																							 െ 2ሻ݌ߣଶሺݐሻ ൅  ሻݐସሺ݌ߤ4

ሻݐସሺ݌݀
ݐ݀

ൌ െሺሺ݉ െ 4ሻߣ൅	4ߤሻ݌ସሺݐሻ ൅ 

ሺ݉ߛ																						 െ 3ሻ݌ߣସሺݐሻ ൅  ሻݐହሺ݌ߤ5

ሻݐହሺ݌݀
ݐ݀

ൌ െሺሺ݉ െ 5ሻߣ൅	5ߤሻ݌ହሺݐሻ ൅ 

ሺ݉ߜ																			 െ 4ሻ݌ߣସሺݐሻ 

where ݌௜ሺݐሻ is the probability that the system is in state <݅> with 
initial conditions ݌଴ሺ0ሻ ൌ 1 and ݌௜ሺ0ሻ ൌ 0 for ݅	0. 

Observing that the mean time to data loss (MTTDL) of the 
system is given by 

	ܮܦܶܶܯ ൌ 	෍݌௜
∗ሺs ൌ 0ሻ,

ସ

௜ୀ଴

 

where ݌௜
∗ሺݏሻ	is the Laplace transform of ݌௜ሺݐሻ, we compute the 

Laplace transforms of the above equations and we solve them 
for ݏ ൌ 	0	and a fixed value of ݉  [10]. We then use this result 
to compute the mean time to data loss (MTTDL) of our system 
and convert this MTTDL into a five-year reliability, using the 
formula: 

ܴௗ ൌ exp ൬െ
݀

MTTDL
൰ 

where ݀ is a five-year interval expressed in the same units as 
the MTTDL. Observe that the above formula implicitly 
assumes that long-term failure rate 1/MTTDL does not signifi-
cantly differ from the average failure rate over the first five 
years of the array. 

We computed the five-year reliabilities of entangled two-
dimensional RAID arrays for three array configurations: 

1. A small array with 25 data disks and 10 parity disks. 

mλ (1–α)(m–1)λ (1–β)(m–2)λ (1–γ)(m–3)λ (1–δ)(m–4)λ

α(m–1)λ β(m–2)λ γ(m–3)λ

Data
loss

δ(m–4)λ

μ 3μ2μ 4μ 5μ
0 1 4 532

(m–5)λ

 

Fig. 11. Our state probability transition diagram. 



2. A medium-size array with 64 data disks and 16 parity 
disks. 

3. A larger array with 100 data disks and 20 parity disks. 

and two disk failure rates: 

1.  A disk MTTF of 200,000 hours, which corresponds to 
a yearly disk failure rate of 4.28 percent and represents 
what can be expected from an array built with good 
disks. 

2. A disk MTTF of 35,000 hours, which corresponds to 
a yearly disk failure rate of 25 percent. While this fail-
ure rate is abnormal, it is neither exceptional nor 
confined to disks of dubious origin [1].  

The parameters of our model are: 

 ݉	 ൌ 35, 80 and 120. 
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Fig. 12 displays the five-year reliabilities of the three 
entangled array configurations for a disk MTTF of 200,000 
hours and average disk repair times varying between 12 hours 
and seven days. As we can see, the three configurations provide 
a six nine (99.9999 percent) reliability over five years as long 
as the disk repair times do not exceed five days. The same is 
not true when we consider the case when all the disk arrays 
belong to a bad batch and have a MTTF of only 35,000 hours. 
Achieving a five nine (99.999 percent) reliability now requires 
failing disks to be replaced within 24 hours. The smallest of the 
three arrays remains significantly more reliable than the two 
others in part due to its higher parity disk-to-data disk ratio. 

A. Comparison with non-entangled 2D RAID arrays  

We also compared these results with those achieved by 
conventional non-entangled two-dimensional RAID arrays. 
Due to space considerations, we only report here the results for 
arrays consisting of 64 data disks and 16 parity disks. Results 
for the two other arrays we investigated are similar. 

The parameters of our model for the non-entangled array 
were [9]: 

Fig. 12. Five-year reliabilities of the three entangled disk 
arrays when MTTF = 200,000 hours. 

 

Fig. 13. Five-year reliabilities of the three entangled disk 
arrays when MTTF =35,000 hours. 

 

Fig. 14. Compared five-year reliabilities of entangled and 
non-entangled disk arrays when MTTF = 200,000 hours. 

 

Fig. 15. Compared five-year reliabilities of entangled and 
non-entangled disk arrays when MTTF = 35,000 hours. 
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As Fig. 14 shows, the array with entangled parities 
performs much better than the conventional non-entangled 
array under normal operating circumstances, with a disk MTTF 
of 200,000 hours. In fact, it reduces by 95 to 98 percent the 
probability of a data loss over a five-year interval. This benefi-
cial effect persists when all the disk arrays belong to a bad batch 
and have a MTTF of only 35,000 hours, but it tends to decline 
when the disk repair time exceed 48 hours. 

Another, more direct, way to compare the two organiza-
tions is to look at their respective numbers of fatal triple, 
quadruple and quintuple fatal failures.  While a conventional 
2D square array with ݊ଶ ൅ 	2݊ disks incurs ݊ଶ fatal triple fail-
ures, a new entangled organization with the same number of 
disks eliminates all but one of these failures. For the array sizes 
we considered, this corresponds to an effective reduction of the 
number of fatal triple failures from 96 percent for ݊ ൌ 5 to 99 
percent for ݊ ൌ 10. In the same way, the number of fatal quad-
ruple failures will be reduced by around 85 percent and the 
number of fatal quintuple failures by 69 to 75 percent. 

B. Comparison with simple entanglements  

Our new organization offers two significant advantages 
over simple entanglements. First it has a much lower space 
overhead. While single entanglements require equal numbers of 
data disks and parity disks, entangled 2D arrays only require 2݊ 
parity disks to protect the contents of ݊ଶ data disks. As a result, 
an entangled 2D array with 100 data disks and 20 parity disks 
can store as much data as a simple entanglement with 200 disks. 

In addition, entangled 2D arrays protect their data against 
more multiple failures than simple entanglements. While single 
entanglements can tolerate, without data loss, almost all double 
failures and most triple, quadruple or quintuple failures, entan-
gled 2D arrays will tolerate, without data loss, all double fail-
ures, almost all triple failures and higher numbers of quadruple 
or quintuple failures. 

It is therefore fair to say that entangled 2D arrays are both 
cheaper to run and more reliable than simple entanglements. 

V. ARRAY UPDATE ISSUES 

Entangled two-dimensional square RAID arrays are more 
resilient than their non-entangled counterparts because they 
offer an additional way to recover the contents of failed parity 
disks. The sole drawback of the approach is that the contents of 
each parity disk now depends on the contents of all its prede-
cessors, which greatly complicates updates. Consider for 
instance an entangled array with ݊ଶ data disks, ݊ row parity 
disks and ݊ column parity disks.  Updating the contents of data  

disk ܦ௜௝ will require updating the contents of row parity disks 

௜ܲ to ௡ܲ and column parity disks ܳ௝ to ܳ௡. As a result, the aver-
age cost of any data update will be ሺ݊ ൅ 1ሻ 2⁄  row parity 
updates and ሺ݊ ൅ 1ሻ 2⁄  column parity updates with each parity 
update involving one read and one write. 

This high cost might be tolerated during the later phases of 
the archived data when updates will be the exception. One may 
even argue that making these updates costlier will help discour-
age possible tampering. As this not the case when the data are 
accumulated, we propose two possible options:  

1. Whenever random updates cannot be excluded, the 
best solution is to defer entangling until the archive is 
not likely to be updated.  

2. If the storage array is accessed in append-only mode, 
we can use partial entanglements.  Fig.16 shows an 
instance of such an organization. All writes are 
performed sequentially in row major order and never 
proceed to the next row until the current row is full. 
As a result, the row parity disks can be safely entan-
gled as all row parity disks are updated in sequence. 
The sole drawback of the solution is the lesser protec-
tion it affords because the array will not be able to 
tolerate any triple failure involving one of the ݊ last 
data disks of the log and its respective row and column 
parity disks. 

VI. CONCLUSION 

We have presented an entangled organization for two-
dimensional RAID arrays that greatly increases their reliability 
without requiring any additional hardware. Since our new 
organization makes the content each respective row and column 
parity disk dependent on the contents of all its predecessors, it 
provides an additional way to recover the contents of failed 
parity disks, which eliminates all but one fatal triple failures. 
As a result, our new organization minimizes the number of fatal 
triple failures by 96 to 99 percent, the number of quadruple 
failures by approximately 85 percent, and the number of quin-
tuple failures by 69 to 75 percent, when compared against a 
conventional 2D square array. 
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Fig. 16. How partial entangling works. 



A stochastic analysis of the new organization has shown 
that it can provide six nine (99.9999 percent) reliability over 
five years as long as (a) the disk MTTF does not fall below 
200,000 hours, (b) disk repair times do not exceed five days, 
and (c) the disk array size does not exceed 120 disks. 

More work is still needed to evaluate the impact of declus-
tering strategies such as disklets to the reliability of entangled 
arrays [12]. 
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