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Paper feedback
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Artifact comparison experiments
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Paper review template

Summary
Strengths
Weaknesses
Detailed Comments



Paper feedback

Baseline for comparison
What questions need to be answered?
Clarify Claims/contributions



Generating Research Ideas

“Standing on the shoulders of giants”

Most ideas may not be new
New may be subjective

Adding a layer to an existing deep learning 
architecture

When is it new?
When is it not new?



Idea Generator Heuristics

Combination / Hybrid techniques
From the same discipline

(e.g., ….)

From a different discipline
(e.g., ….)

Address Gap/limitation (Incremental?)
Handle some cases that were not handled
Improve some (partial) aspects of dimension

Apply different datasets / settings / contexts



In-class group activity

Pick a paper

Generate at least two derivative ideas

Present: original and derivative ideas



CS Experiments Today

Artifact Comparison Experiments
Run the new artifact
Run best-known prior work
Compare

Simulations + “Real” experiments
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Wireless Experiments Today

Protocol Comparison Experiments
Run the new protocol
Run best-known prior work
Compare

Simulations + Testbed experiments
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Serial Experiments
Run one protocol at a time
Compare the results

Difficult to distinguish the contribution of 
these these variables

Environment
Protocol mechanisms
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Concurrent Experiments
Run multiple protocols concurrently
Compare the results

Advantages
Consistent environment for both the protocols

Concerns
Contention of different types
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Results from Serial CTP vs LQI 
Experiment on Tutornet
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Results from Concurrent CTP vs LQI 
Experiment on Tutornet
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Putting Concurrent Methodology to 
Use: Expts. with External Interference

Engineered Scenario
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Both protocols struggle in the same environment.



Putting Concurrent Methodology to Use: 
Experiments in a Dynamic Network
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CTP and LQI react differently to dynamics.
Hours



Uncontrolled environment does not imply we 
cannot do fair comparisons



Level of Details



At What Level of Detail?

Descriptions
 System and algorithm
 Experiments
 Datasets
 Results
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Results from the same Testbed
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Network Metric

Converting these subjective descriptions 
to a more quantitative description
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END and CTP Performance

24



“We evaluate the throughput and delay benefits 
of CQIC using the Google Nexus device to 
download content from a Google server via a 
popular cellular network provider. Reflecting a 
common CDN scenario, this server is located 
near the network of the mobile carrier such that 
the cellular channel is the bottleneck link…”

[Lu 2015]



AI/ML/NLP

Many times standardized datasets or tasks
Compare systems in the same dataset

Tradition of shared notebooks/repo online

Faithful implementation of prior work often less 
challenging in systems areas but not entirely if 
related to operations/systems aspect of AI



Data

System 1 System 2



Typical Expt. in NLP-related areas



Datasets not always standardized

Describe the data in enough detail even if the 
dataset cannot be released to the public



DeepFace: Closing the Gap to Human-Level 
Performance in Face Verification
[Taigman 2014]

The SFC dataset includes 4.4 million labeled faces from 4,030 people each with 800 to 
1200 faces, where the most recent 5% of face images of each identity are left out for 
testing. This is done according to the images’ time-stamp in order to simulate 
continuous identification through aging. The large number of images per person 
provides a unique opportunity for learning the invariance needed for the core 
problem of face recognition…

“See the supplementary material for more details about SFC.”





HW10

Full paper submission

Due: April 7


