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ABSTRACT
Social media has become a major source of information for many applications. Numerous techniques have been proposed to analyze network structures and text contents. In this paper, we focus on fine-grained mining of contentions in discussion/debate forums. Contentions are perhaps the most important feature of forums that discuss social, political and religious issues. Our goal is to discover contention and agreement indicator expressions, and contention points or topics both at the discussion collection level and also at each individual post level. To the best of our knowledge, limited work has been done on such detailed analysis. This paper proposes three models to solve the problem, which not only model both contention/agreement expressions and discussion topics, but also, more importantly, model the intrinsic nature of discussions/debates, i.e., interactions among discussants or debaters and topic sharing among posts through quoting and replying relations. Evaluation results using real-life discussion/debate posts from several domains demonstrate the effectiveness of the proposed models.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications – Data mining; H.3.1 [Information Storage and Retrieval]: Content Analysis and Indexing.

General Terms
Algorithms, Experimentation

Keywords
Contention Analysis, Debates, Discussions, Social Media

1. INTRODUCTION
Social media such as reviews, blogs, comments, discussions and debates contain valuable information that can be used for many applications. The essence of such media is that it enables people from anywhere in the world to express their views and to discuss any issue of interest in online communities. A large part of such discussions is about social, political and religious issues. On such issues, there are often heated discussions/debates, i.e., people argue and agree or disagree with one another. In this paper, we model this form of interactive social media. Given a set of discussion/debate posts, we aim to perform the following tasks:

1. Discover expressions that people often use to express contention (e.g., “I disagree”, “you make no sense”) and agreement (e.g., “I agree”, “I think you’re right”). We collectively call them CA-expressions.

2. Determine contentious topics. First discover discussion topics in the whole collection, and then for each contentious post, discover the contention points (or topics).
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Although there is a large body of literature on social media analysis such as social network analysis [14], sentiment analysis [27, 34], and grouping people into different camps [1, 32, 40, 42], to the best of our knowledge, limited research has been done on the fine-grained analysis of discussion/debate forums as proposed in this paper. This problem is important because a large part of social media is about discussions/debates of contentious issues, and discovering such issues is useful for many applications. For example, in a political election, contentious issues often separate voters into different camps and determine their political orientations. It is thus important for political candidates to know such issues. For contentious social topics, it is crucial for government agencies to be aware of them so that they can address the problems. Even for consumer products/services, contentions about them can be used to identify different types of customers and to make effective marketing and business decisions.

In this paper, we use statistical modeling to perform the aforementioned tasks. Three new models are proposed. The first model, called JTE (Joint Topic-Expression model), jointly models both discussion topics and CA-expressions. It provides a general framework for discovering discussion topics and CA-expressions simultaneously. Its generative process separates topics and CA-expressions by using maximum-entropy priors to guide the separation. However, this model does not consider a key characteristic of discussions/debates, i.e., authors quote or mention the claims/views of other authors and express contention or agreement on those claims/views. That is, there are interactions among authors and topics through the reply-to relation, which is a salient feature of discussion/debate forums. We then extend the JTE model and propose two novel and more advanced models JTE-R and JTE-P which model the interactions of authors and topics in two different ways, based on reply-to relations and author-pair structures respectively.

Works related to ours are quite different both in application and in modeling. On application, the closely related work to ours is the finding of different camps of people in discussions/debates [1, 32, 40, 42]. This thread of research, however, does not discover CA-expressions or contention points, which are the objectives of this work. From a modeling point of view, our work is related to topic modeling in general and joint modeling of topics and certain other information in particular. Topic models are a principled way of mining topics from large text collections. There have been many extensions [5, 7, 13, 29, 35, 43] to the initial models, LDA (Latent Dirichlet Allocation) [4] and pLSA (Probabilistic latent semantic analysis) [20]. However, these models mine only topics, which are insufficient for our problem. In recent years, researchers have also proposed joint models of topics and sentiments [21, 26, 30, 47]. Our JTE model is related to these joint models. However, these models treat documents/posts independently, which fail to capture author and topic interactions in discussions/debates, i.e., authors reply to and quote each other’s claims/views and express contentions or agreements. Due to such interactions, posts are clearly not independent of one another. The proposed JTE-R and JTE-P models capture such interactions. The detailed comparison with these models and other related work appears in §5.

The proposed models are evaluated both qualitatively and quantitatively using a large number of real-life discussion/debate posts from four domains. Experimental results show that the two
advanced models (JTE-R and JTE-P) outperform the base JTE model significantly, which indicate that the proposed interaction modeling is effective. Experiments using statistical metrics such as perplexity and KL-Divergence also demonstrate that the interaction models fit the discussion/debate data better and can discover more distinctive topics and CA-expressions.

2. JTE MODEL

This section presents the proposed JTE (Joint Topic Expression) model which lays the ground work for jointly modeling topics and CA-expressions. The JTE model belongs to the family of generative models for text where words and phrases (n-grams) are viewed as random variables, and a document is viewed as a bag of n-grams and each n-gram (word/phrase) takes one value from a predefined vocabulary. We use up to 4-grams, i.e., n = 1, 2, 3, 4, in this work. Note that topics in most topic models like LDA are usually unigram distributions over words and assume words to be exchangeable at the word level. Arguably, this offers a great computational advantage over more complex models taking word order into account for discovering significant n-grams [44, 45]. Yet there exist other works which try to post-process discovered topical unigrams to form multi-word phrases using relevance [46] and likelihood [6] scores. However, our goal in this work is to enhance the expressiveness of our JTE model (rather than modeling n-gram word order) by considering n-grams and preserving the advantages of exchangeable modeling. Thus, we consider both words and phrases as our vocabulary (more details in §4.1). For notational convenience, from now on we use terms to denote both words (unigrams) and phrases (n-grams). Since we are dealing with large corpora, for computational reasons, we only consider terms which appeared at least 30 times in the corpus. We denote the entries in our vocabulary by \( v_{1..V} \), where \( V \) is the number of unique terms in the vocabulary. The entire corpus (document collection) of \( d_{1..D} \) documents.

A document (e.g., discussion post) \( d \) is represented as a vector of terms \( w_d \) with \( N_d \) entries. \( W \) is the set of all observed terms in the corpus with cardinality, \( |W| = \sum_d N_d \). The JTE model is motivated by the joint occurrence of CA-expression types (contention and agreement) and topics in discussion posts. A typical discussion/debate post mentions a few topics (using semantically related topical terms) and expresses some viewpoints with one or more CA-expression types (using semantically related contention and/or agreement expressions). This observation motivates the generative process of our model where documents (posts) are represented as random mixtures of latent topics and CA-expression types. Each topic or CA-expression type is characterized by a distribution over terms. Assume we have \( T \) topics and \( E \) expression types in our corpus. Note that in our case of discussion/debate forums, based on reading various posts, we hypothesize that \( E = 2 \) as in such forums, we mostly find two expression types: contention and agreement (which we also statistically validate in §4.4.1). However, the proposed JTE and other models are general and can be used with any number of expression types. Let \( \psi_{d,j} \) denote the probability of \( w_{d,j} \) being a topical term with \( r_{d,j} \in \{t, \bar{t}\} \) denoting the binary indicator variable (topic or CA-expression) for the \( j \)th term of \( d \), \( w_{d,j}, r_{d,j} \) denotes the appropriate topic or CA-expression type index to which \( w_{d,j} \) belongs. We parameterize multinomials over topics using a matrix \( \theta_d^{\text{T}} \) whose elements \( \theta_{dt} \) signify the probability of document \( d \) exhibiting topic \( t \). For simplicity of notation, we will drop the latter subscript (\( t \)) in this case when convenient and use \( \theta_d^d \) to stand for the \( d \)th row of \( \theta_d \). Similarly, we define multinomials over CA-expression types using a matrix \( \theta_d^{\text{E}} \). The multinomials over terms associated with each topic are parameterized by a matrix \( \Phi_d^{\text{T}} \), where \( \phi_{t,a} \) denote the probability of generating \( v \) from topic \( t \). Likewise, multinomials over terms associated with each CA-expression type are parameterized by a matrix \( \Phi_d^{\text{E}} \). We now define the generative process of JTE (see Figure 1(a) for plate notation).

1. For each CA-expression type \( e \), draw \( \varphi_e \sim \text{Dir}(\beta_e) \)
2. For each topic \( t \), draw \( \psi_t \sim \text{Dir}(\beta_T) \)
3. For each forum discussion post \( d \in \{1 \ldots D\} \):
   i. Draw \( \theta_d^T \sim \text{Dir}(\alpha_T) \)
   ii. Draw \( \theta_d^E \sim \text{Dir}(\alpha_E) \)
   iii. For each term \( w_{d,j}, r_{d,j} \in \{1 \ldots N_d\} \):
      a. Set \( \psi_{d,j} = M\text{axEnt}(r_{d,j} \mid \lambda) \)
      b. Draw \( r_{d,j} \sim \text{Bernoulli}(\psi_{d,j}) \)
      c. if \( (r_{d,j} = t) \) // \( w_{d,j} \) is a CA-expression term
         Draw \( z_{d,j}^{\text{T}} \sim \text{Mult}(\theta_{d,j}^T) \)
         else // \( r_{d,j} = \bar{t} \), \( w_{d,j} \) is a topical term
            Draw \( z_{d,j}^{\text{T}} \sim \text{Mult}(\theta_{d,j}^T) \)
       d. Emit \( w_{d,j} \sim \text{Mult}(\phi_{w_{d,j}} r_{d,j} \mid \lambda) \)

We use Maximum Entropy (Max-Ent) model to set \( \psi_{d,j} \). The Max-Ent parameters can be learned from a small number of labeled topical and CA-expression terms which can serve as good priors. The idea is motivated by the following observation: topical and CA-expression terms usually play different syntactic roles in a sentence. Topical terms (e.g., “U.S. senate”, “sea level”, “marriage”, “income tax”) tend to be noun and noun phrases while CA-expression terms (“I reject”, “how can you say”, “probably agree”) usually contain pronouns, verbs, wh-determiners, and modals. In order to utilize the part-of-speech (POS) tag information, we place \( \psi_{d,j} \) (the prior over the indicator variable \( r_{d,j} \) in the word plate (see Figure 1 (a)) and draw it from a Max-Ent model conditioned on the observed feature vector \( x_{d,j} \) associated with \( w_{d,j} \) and the learned Max-Ent parameters \( \lambda \) (see §
4.1. \( \tilde{x}_{d,j} \) can encode arbitrary contextual features that may be
discriminative. In this work, we also encode both lexical and POS
features of the previous, current and next POS tags/lexemes of the
term \( w_{d,j} \). Specifically, the feature vector,
\( \tilde{x}_{d,j} = [P(OS_{w_{d,j}}), P(OS_{w_{d,j}}, POS_{w_{d,j},+1}, w_{d,j} = 1; w_{d,j}, w_{d,j} + 1)] \). For
phrasal terms (n-grams), all POS tags and lexemes of \( w_{d,j} \) are
considered as features. To learn the JTE model from data, exact
inference is not possible. We thus resort to approximate inference
using collapsed Gibbs sampling [18]. We first derive the joint
distribution below and then the Gibbs sampler.

To derive the joint distribution, we factor the joint according to
the conditional distributions (causalties) governed by the
Bayesian network of the proposed generative model.

\[
P(W, Z, R) = P(W|Z, R) \times P(Z|R) \times P(R)
\]

(1)

Since we employ a collapsed Gibbs sampler, we integrate out \( \theta \) and \( \phi \) and obtain the joint as follows.

\[
P(W, Z, R) = \prod_{d=1}^{D} \left( \frac{p(y_{d}, \hat{\theta}_{d})}{p(y_{d}, \hat{\theta}_{d}, \hat{\phi}_{d})} \times \prod_{j=1}^{J} \left( \frac{p(x_{d,j}, \hat{\theta}_{d,j})}{p(x_{d,j}, \hat{\theta}_{d,j}, \hat{\phi}_{d,j})} \times \prod_{k=1}^{K} \left( \frac{p(z_{d,k}, \hat{\phi}_{d,k})}{p(z_{d,k}, \hat{\phi}_{d,k}, \hat{\theta}_{d,k})} \times \prod_{k=1}^{K} \frac{1}{p(z_{d,k})} \right) \right)
\]

where \( p(y_{d}, \hat{\theta}_{d}) = p(\hat{\phi}_{d}) \times \prod_{j=1}^{J} p(x_{d,j}, \hat{\theta}_{d,j}) \times \prod_{k=1}^{K} p(z_{d,k}, \hat{\phi}_{d,k}) \).

\[
p(x_{d,j}) = \frac{\exp(\sum_{k=1}^{K} \alpha_{d,k} f_{d}(x_{d,j} | y_{d}))}{\sum_{j=1}^{J} \exp(\sum_{k=1}^{K} \alpha_{d,k} f_{d}(x_{d,j} | y_{d}))}
\]

\( \alpha_{1..n} \) are the parameters of the learned Max-Ent model
corresponding to the \( n \) binary feature functions \( f_{1..n} \) from
Max-Ent. \( \lambda_{d}^{\text{GT}} \) and \( \lambda_{d}^{\text{FE}} \) denote the number of
terms \( v \) was assigned to topic \( t \) and expression type \( e \) respectively.

3. JTE-R and JTE-P MODELS

We now augment the JTE model to encode two kinds of
interactions (topic and author) in discussion/debate forums.

3.1 JTE-R: Encoding Reply Relations

We first improve JTE by encoding the reply-to relations as authors
usually reply to each other’s viewpoints by explicitly mentioning
the user name using \username{username}, and/or by quoting others’ posts.

For easy presentation, we refer both cases by quoting from now on.
Considering the reply-to relation, we call the new model JTE-R
(Figure 1 (b)). This model is based on the following observation:

**Observation:** Whenever a post \( d \) replies to the viewpoints in
some other posts by quoting them, \( d \) and the posts quoted by \( d \)
should have similar topic distributions.

This observation indicates that the JTE-R model needs to depart
from typical topic models where there is usually no topical
interaction among documents, i.e., documents are treated as being
independent of one another. Let \( q_d \) be the set of posts quoted by
post \( d \). Clearly, \( q_d \) is observed\(^2\). In order to encode this “reply-to”
relation into our model, the key challenge is to somehow constrain
the topic distribution of \( d \), \( \theta_{d}^{\text{GT}} \) to be similar to the topic
distributions of posts in \( q_d \). Specifically, it is how to constrain \( \theta_{d}^{\text{GT}} \)
be similar to \( \theta_{q_d}^{\text{GT}} \), where \( d \in q_d \) (i.e., constraining topic
assignments to documents) during inference while the topic
distributions of both \( \theta_{d}^{\text{GT}} \) and \( \theta_{q_d}^{\text{GT}} \) are latent and unknown
apriori. Note that this situation is very different from that in [2]
where it constrains word assignments to topics apriori knowing
that some words are semantically related and probably should
belong to the same topic. To solve our problem, we propose a
novel solution, which exploits the following salient features of the
Dirichlet distribution:

1. Since \( \theta_{d}^{\text{GT}} \sim \text{Dir}(\alpha_{d}) \), we have \( \frac{1}{\text{sum}} \sum_{j=1}^{J} \theta_{d}^{\text{GT},j} = 1 \). Thus, it suffices that
\( \theta_{d}^{\text{GT}} \) can act as a base measure for Dirichlet distributions of
the same order.

2. Also, the expected probability mass associated with each
dimension of the Dirichlet distribution is proportional to the
corresponding component of its base measure\(^3\).

Thus, to constrain a post \( d \)’s topic distribution to be similar to
the posts whom it replies/quotes (i.e. posts in \( q_d \)), we now need
functional base measures as it is the base measure that governs the
expected mass associated with each topical dimension in \( \theta_{d}^{\text{GT}} \).

One way to employ functional base measures is to draw
\( \theta_{d}^{\text{GT}} \sim \text{Dir}(\alpha_s \theta_{d}) \), where \( \alpha_s = \sum_{d \in q_d} \theta_{d}^{\text{GT}} \| q_d \| \) (the expected
topic distribution of posts in \( q_d \)). For posts which do not quote
any other post, we simply draw \( \theta_{d}^{\text{GT}} \sim \text{Dir}(\alpha_s) \). For such a topic
model with functional Dirichlet base measures, the sampling
distribution is more complicated. Specifically, the document-topic
distribution, \( \theta_{d}^{\text{GT}} \), is not longer a simple predictive distribution, i.e.,
when sampling \( z_{d,k} \), the implication of each quoted document
related to \( d \) by reply-to relations and their topic assignments must
be considered because the sampling distribution for \( z_{d,k} \)
document \( d \) must consider its effect on the joint probability of
the entire model. Unfortunately, this too can be computationally
expensive for large corpora (like ours). To circumvent this issue,
we can hierarchically sample documents based on reply-to relation
network using sequential Monte Carlo [9], or approximate the true
Gibbs sampling distribution by updating the original smoothing
parameter \( \alpha_s \) to reflect the expected topic distributions of quoted
documents \( \theta_{q_d}^{\text{GT}} \), where \( \theta_{d,k} \) is the \( k \)th component of the base
measure, \( \theta_{d,k} \) which is computed at runtime during sampling.

We take the latter approach (see Eq. (5)). Experiments show that this

\(^2\) We crawled the ids of posts quoted by each post.

\(^3\) Taking moments on \( X_i \sim \text{Dir}(\alpha_s) \), we get \( E[X_i] = \frac{\alpha_s}{\text{sum}} \). Thus, \( E[X_i] \propto \alpha_s \).
approximation performs well empirically. The approximate Gibbs distribution for JTE-R while sampling \( Z^p_n \) = \( t \) is given by:

\[
p(z_k = t, r_k = \ell | Z_{-k}, W_{-k}, R_{-k}, w_k = v) \propto \frac{n_{\ell,t,k}^{R} + \alpha_{T}}{\sum_{\ell' \in \ell} (n_{\ell',t,k}^{R} + \alpha_{T})} \exp \left[ \sum_{i=1}^{n} \lambda_i^{\ell} f(\lambda_i^{\ell}, p_i) \right]
\]

3.2 JTE-P: Encoding Pair Structures

JTE-R builds over JTE by encoding reply-to relations to constrain a post to have similar topic distributions to those it quotes. An alternative strategy is to make \( \theta^T \) and \( \theta^E \) author-pair specific. The idea is motivated by the following observation.

**Observation:** When authors reply to others’ viewpoints (by @name or quoting others’ posts), they typically direct their own topical viewpoints with contentious or agreeing expressions to those authors. Such exchanges can go back and forth between pairs of authors. The discussion topics and CA-expressions emitted are thus caused by the author-pairs’ topical interests and their nature of interactions.

Let \( a_d \) be the author of a post \( d \), and \( b_q \) = \{\( b_{1...n} \)\} be the list of target authors (we will also call them targets for short) to whom \( a_d \) replies to or quotes in \( d \). The pairs of the form \( p = (a_d, c), c \in \emptyset \) \( b_q \) essentially shapes both the topics and CA-expressions emitted in \( d \) as contention or agreement on topical points of view are almost always directed towards certain target authors. For example, if \( c \) claims something, \( a_d \) quotes the claim in his post \( d \) and then contends/agrees by emitting CA-expressions like “you have no clue”, “yes, I agree”, “I don’t think,” etc. Clearly, this pair structure is a crucial feature of discussions/debate forums. Each pair has its unique and shared topical interests and interaction nature (contention or agreement). Thus, it is appropriate to condition \( \theta^T \) and \( \theta^E \) over author-pairs. We will see in §4.4.1 that this model fits the discussion data better. Standard topic models do not consider this key piece of information. Although there are extensions to consider authors [37], persona [31] and interest [24], none of them are suitable for considering the pair structure.

We extend the JTE model to incorporate the pair structure. We call the new model JTE-P, which conditions the multinomial distributions over topics and CA-expression types (\( \theta^T \), \( \theta^E \)) on authors and targets as pairs rather than on documents as in JTE and JTE-R. In its generative process, for each post, the author \( a_d \) and the set of targets \( b_q \) are observed. To generate each term \( w_{d,j} \), a target, \( c \sim \text{Unif} (b_q) \), is chosen at uniform from \( b_q \) forming a pair \( p = (a_d, c) \). Then, depending on the switch variable \( r_{d,j} \), a topic or an expression type index \( z \) is chosen from a multinomial over topic distribution \( \theta^T_p \) or CA-expression type distribution \( \theta^E_p \), where the subscript \( p \) denotes the fact that the distributions are specific to the author-target pair \( p \) which shape topics and CA-expressions. Finally, the term is emitted by sampling from topic or CA-expression specific multinomial distribution \( q_{z|a_d,c} \).

The graphical model in plate notation corresponding to the above process is shown in Figure 1 (c). Clearly, in JTE-P, the discovery of topics and CA-expressions are guided by the pair structure of reply-to relations in which the collection of posts was generated. For posterior inference, we again use Gibbs sampling. Note that as \( a_d \) is observed, sampling \( c \) is equivalent to sampling the pair \( p = (a_d, c) \). Its Gibbs sampler is given by:

\[
p(z_k = t, r_k = \ell | Z_{-k}, W_{-k}, R_{-k}, w_k = v) \propto \frac{n_{\ell,t,k}^{R} + \alpha_{T}}{\sum_{\ell' \in \ell} (n_{\ell',t,k}^{R} + \alpha_{T})} \exp \left[ \sum_{i=1}^{n} \lambda_i^{\ell} f(\lambda_i^{\ell}, p_i) \right]
\]

Finally, the term is emitted by sampling from topic or CA-expression type distribution.

\[
p(z_k = t, r_k = \ell | Z_{-k}, W_{-k}, R_{-k}, w_k = v) \propto \frac{n_{\ell,t,k}^{R} + \alpha_{T}}{\sum_{\ell' \in \ell} (n_{\ell',t,k}^{R} + \alpha_{T})} \exp \left[ \sum_{i=1}^{n} \lambda_i^{\ell} f(\lambda_i^{\ell}, p_i) \right]
\]

where \( n_{\ell,t,k}^{R} \) and \( n_{\ell,t,k}^{E} \) denote the number of times the pair \( p \) was assigned to topic \( t \) and expression type \( e \) respectively. As JTE-P assumes that each pair has a specific topic and expression distribution, we see that Eq. (6, 7) shares topics and expression types across pairs. It is also worthwhile to note that given \( A \) authors, there are \( \binom{A}{2} \) possible pairs. However, the actual number of pairs (i.e., where the authors have communicated at least once) is much less than \( \binom{A}{2} \). Our experimental data consists of 1824 authors and 7684 actual pairs. Hence we are only modeling 7684 pairs instead of \( \binom{1824}{2} \approx 4 \) million pairs.

4. EXPERIMENTS

We now evaluate the proposed models and compare with baselines. We first qualitatively show the CA-expressions and topics discovered by the models. We then evaluate the models quantitatively based on the two objectives of this work:

i) Discovering contention and agreement expressions (or CA-expressions).

ii) Finding contention points or topics in each contentious post.

Experiments are also conducted on statistical metrics such as perplexity and KL-Divergence. They show that the interaction models (JTE-R and JTE-P) fit the discussion/debate data better and find more distinctive topics and CA-expressions than JTE.

For our experiments, we used debate/discussion posts from Volconvo®. The forum is divided into various domains: Politics, Religion, Society, Science, etc. Each domain consists of multiple threads. Each thread has a set of posts. For each post, we extracted the post id, author, time, domain, ids of all posts to which it replies/quotes, and the post content. In all, we extracted 26137, 34986, 22354 and 16525 posts from Politics, Religion, Society and Science domains respectively. Our final data consists of 5978357 tokens, 1824 authors with an average of 346 words per post, and 7684 author-target pairs.

4.1 Topic and CA-expression Discovery

To set the background for our quantitative evaluation of the two tasks in the next two sub-sections, we first show the topics and the CA-expressions discovered by our models, and also compare them with topics found by LDA [4] and its variant SLDA (sentence-LDA) [21]. We choose LDA as it is the best-known topic model.

We use SLDA as it constrains words in a sentence to be generated from a single topic [21]. Since CA-expressions may appear with topics in the same sentence, we want to see how it performs in mining topics and CA-expressions although SLDA is unable to separate topical terms and CA-expressions.

For all our experiments here and the subsequent ones, the hyper-parameters for LDA and SLDA were set to the heuristic values \( \alpha = 50/T, \beta = 0.1 \) as suggested in [18]. Similarly, for the proposed models, we set \( \alpha_d = 50/T, \alpha_c = 50/E, \beta_E = 0.01 \). To learn the Max-Ent parameters \( \lambda \), we randomly sampled 500 terms from our corpus appearing at least 50 times and labeled them as topical (372) or CA-expressions (128) and used the corresponding feature vector of each term (in the context of posts where it appears).
occurs) to train the Max-Ent model. We set the number of topics, \( T = 100 \) and the number of CA-expression types, \( E = 2 \) (contention and agreement) as in discussion/debate forums, there are usually two expression types (This hypothesis is further statistically validated in §4.4.1).

Due to space constraints, we are unable to list the topics discovered by all proposed models. As JTE is the basic model (others build on it) and is also closest to LDA and SLDA, we compare the top terms for 10 topics discovered by JTE, LDA and SLDA in Table 1. The topical terms by other models are not so different. However, we will evaluate all the proposed models quantitatively later using the task of identifying topics (or “points”) of contention in each contentious post, which is one of our objectives. From Table 1, we can still observe that JTE is quite effective at discovering topics. Its topical terms are more specific and contain fewer semantic clustering errors (marked red in bold) than LDA and SLDA. For example, owing to the generative process of JTE, it is able to cluster phrases like “homo sapiens”, “darwin’s theory,” and “theory of evolution” in \( t_1 \) (Evolution of Life), which makes the topic more specific.

It is important to note that both LDA and SLDA cannot separate topics and CA-expressions because they find only topics. That is why we need joint modeling of topics and CA-expressions. We can see that the topics of SLDA do contain some CA-expressions (marked blue in italics) because SLDA constrains all words in a sentence to be generated from a single topic [21]. Since CA-expressions can co-occur with topical words in a sentence, they are clustered with topics, which is undesirable. Our proposed models solve this problem based on the joint model formulations.

Next we look at the discovered CA-expressions. We first list some top CA-expressions found by JTE in Table 2 for qualitative inspection. Since CA-expressions found by JTE-R and JTE-P were quite similar to those of JTE among the top 30 terms, they are omitted here. However, all 3 models are quantitatively evaluated in the next sub-section. From Table 2, we see that JTE can discover and cluster many correct CA-expressions, e.g., “I disagree,” “I refute” and “completely disagree” in contention; and “I accept,” “I agree,” and “you’re correct” in agreement. It additionally discovers more distinctive expressions beyond those observed in the training data of Max-Ent. For example, we find phrases like “I don’t buy your”, “I really doubt”, “can you prove”, “you fail to”, “sense”, your assertions, bullshit, sheer nonsense, cannot, doesn’t make sense, why do you, you have no clue, how can you say, do you even, absolute nonsense, contradict yourself, absolutely not, you don’t understand, ...

(a) JTE Contention expressions, \( \Phi^c \)

\[ \Phi^c = \frac{1}{E} \sum_{e \in E} a_{et} \]

\( a_{et} = \begin{cases} 1 & \text{if the expression } e \text{ is found in topic } t \ni \Phi^c \\ 0 & \text{otherwise} \end{cases} \]

Table 2: Top terms (comma delimited) of two expression types of the JTE model. Red (bold) terms denote possible errors. Blue (italics) terms are newly discovered; rest (black) were used in Max-Ent training.

<table>
<thead>
<tr>
<th>Term</th>
<th>JTE</th>
<th>JTE-R</th>
<th>JTE-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>A:</td>
<td>B:</td>
<td>C:</td>
<td></td>
</tr>
<tr>
<td>0.40</td>
<td>0.46</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td>0.40</td>
<td>0.46</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td>0.40</td>
<td>0.46</td>
<td>0.73</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: \( p@50 \) for Contention (C), Agreement (A) and various models across different numbers (n) of terms in the labeled sets used for Max-Ent training.
all unsupervised topic models for text and the reason is that the objective function of topic models does not always correlate well with human judgments [11]. In our case, the issue is mainly due to unigram CA-expressions like “I,” “your,” “do”, etc., which by itself do not signify contention or agreement but show up due to higher frequencies in the corpus. There are also phrase errors like “doesn’t necessarily”, “not really”, etc. A plausible approach to deal with this is to discover significant n-grams based on multi-way contingency tables and statistical tests along with linguistic clues to pre-process and filter such terms. These issues are worth investigating and we defer them to our future work.

4.2 CA-expression Evaluation

We now quantitatively evaluate the discovered CA-expressions by all three proposed models in three ways. We first evaluate them directly and then evaluate them indirectly through a classification task. Lastly, we examine the sensitivity of the performance with respect to the amount of labeled data. In this case, we do not have an external baseline method as existing joint topic models cannot discover CA-expressions (See §5). However, we will show that the interaction models, JTE-R and JTE-P, are superior to JTE.

4.2.1 Evaluation of CA-expression Rankings

Since CA-expressions (according to top terms in $\Phi^e$) produced by JTE, JTE-R, and JTE-P are rankings, we evaluate them using precision $@ n (p@n)$, which gives the precision at different rank positions. This measure is commonly used to evaluate a ranking when the number of correct items is unknown, which is our case. For computing $p@n$, we also investigated multi-rater agreement. Three judges independently labeled the top n terms as correct or incorrect for Contention and Agreement. Then, we marked a term to be correct if all the judges deemed it so which was then used to compute $p@n$. Multi-rater agreement using Fleiss kappa was greater than 0.80 for all $p@n$, which imply perfect agreement. This is understandable because one can almost certainly make out whether a term expresses contention, agreement or none.

Figure 2 shows the precisions of contention and agreement expressions for the top 50, 100, 150, 200 positions (i.e., $p@ 50$, 100, 150, 200) in the two rankings. We observe that both JTE-R and JTE-P are much better than JTE. JTE-P produces the best results. We believe the reason is that JTE-P’s expression models being pair specific ($\theta^e_2$) can capture CA-expressions better as contention/agreement expressed by an author is almost always directed to some other authors forming author-pairs.

4.2.2 Contention/Agreement Post Classification

We now use the task of classifying a post as being contentious or agreeing to evaluate the discovered CA-expressions. This classification task is also interesting in its own right. However, we should note that our purpose here is not to find the best classifier to classify posts but to indirectly show that the discovered CA-expressions are of high quality as they help to perform the classification better than the standard word n-grams and part-of-speech (POS) n-gram features for text classification.

To perform this experiment, we randomly sampled 1000 posts from our database and asked our human judges (3 graduate students well versed in English) to classify each of those posts as contentious, agreeing, or other. Judges were made to work in isolation to prevent bias. We then labeled a post as contentious or agreeing if all judges deemed so. In this way, 532 posts were classified as contentious, 405 as agreeing. We inspected the rest 63 posts which had disagreements. We found that 18 of them were the first posts of threads. We removed them as the first posts of threads usually start the discussions and do not express agreement or contention. For the remaining 45 of them, 13 posts were partly contentious and partly agreeing (e.g., “Although I doubt your claim, I agree with your point that...”), and the rest were mostly statements of views without contention or agreement. Since the number of these posts is small (only 45), we did not use them in classification. That is, we considered two mutually exclusive classes (contentious and agreeing) for post classification. We also conducted a labeling agreement study of our judges using Fleiss multi-rater kappa and obtained $k_{\text{Fleiss}} = 0.87$ which shows perfect agreement among the judges according to the scale' provided in [25]. This high agreement is not unnatural because by reading a post one can almost certainly make out whether it is overall contentious or agreeing.

For supervised learning, a challenging issue is the choice of features. Word and POS n-grams are traditional features. We now compare such features with CA-expressions discovered by the proposed models. We used the top 1000 (contention and agreement) terms from the CA-expression rankings as features. Using classification learning algorithms, we compare a learner trained on all word and POS n-grams with those trained on CA-expressions induced by our models. We used SVM, Naïve Bayes (NB), and Logistic Regression (LR). For SVM, we used SVMlight (http://svmlight.joachims.org) and for NB and LR, we used the WEKA implementations (http://www.cs.waikato.ac.nz/ml/weka).

For SVM, we tried linear, RBF, polynomial and sigmoid kernels, but linear kernel performed the best and hence we only report the results of SVM using linear kernel. Linear kernel has also been shown very effective for text classification by many researchers, e.g., [22]. Table 4 reports the accuracy results. Accuracy is appropriate here as the two classes are not skewed and we are interested in both classes. All results were obtained through 10-fold cross-validation. As the major advantage of CA-expressions arise from dimensionality reduction and feature selection, we also compared with two state-of-the-art feature selection schemes: Information Gain (IG) and Chi-Square test ($\chi^2$). We can observe that SVM performed the best among all learners. The accuracy dramatically increases with CA-expression ($\Phi^e$) features, JTE, JTE-R, and JTE-P progressively improve the accuracy beyond those obtained by traditional n-gram features. JTE-P performed the best. Feature selection schemes also improved performance but the proposed models outperform feature selection schemes as well. All accuracy improvements are significant ($p < 0.001$) using a two tailed $t$-test over 10-fold CV. This clearly shows that CA-expressions are of high quality. We also experimented with different numbers of top CA-expressions as features to see how they affect the accuracy results (Figure 3). Here only SVM results are reported as it performed best. We observe in Figure 3 that when the number of CA-expressions reaches about 1000, the classification accuracies start to level-off for all models.

In fact, for JTE and JTE-R, since we know the per post distribution of CA-expression type ($\theta^e_2$), we can also classify a post directly without supervised learning. For each post, if the probability mass associated with type contention is higher than that of agreement, it is classified as a contentious post else an agreeing post. The accuracies using this scheme are: JTE: 74.9%, JTE-R: 75.9%, which are respectable. It is understandable they are lower than supervised methods because supervised learning uses a large number of features. Note that JTE-P cannot be used directly here as its CA-expression types are conditioned over author pairs ($\theta^e_2$) rather than documents ($\theta^e_2$) as in JTE and JTE-R.

4.2.3 Effect of Labeled Term Set Size

Having evaluated CA-expressions, we now examine the sensitivity of model performance with respect to the amount of labeled data. In Table 3, we report the $p@50$, 100 values for all models across contention and agreement on different sizes of labeled term sets used for learning the Max-Ent $\lambda$ parameters. We see that with more labeled terms, the results improve which is intuitive as more

---

Note: There seems to be a series of references [11], [22], [25] which are not fully cited in the document. It's possible there's a typo or error in the citation format. Please check the full text to ensure accuracy.
Figure 1: Agreement of two judges using kappa because this baseline cannot stand alone as it has to rely on the expression models \( \Phi^{E} \) of JTE-P.

Next, to evaluate the performance of these methods in discovering points of contention, we randomly selected 125 contentious posts from each domain in our dataset and employed the aforementioned methods on the posts to discover the points of contention in each post. Then we asked two human judges (graduate students fluent in English) to manually judge the results produced by each method for each post. We asked them to report the precision (\( P \)) of discovered points of contention in each post, and recall (\( R \)) of all valid points of contention which were discovered by a method for each post. We asked them to report the precision and recall for each domain by averaging precision and recall over 125 posts in that domain.

### Statistical Experiments

We now turn to the task of automatically discovering points of contention in contentious posts. By “points”, we mean the topical terms on which the contention has been expressed. We employ the JTE and JTE-R models in the following manner using estimated \( \theta_{d}^{T} \). Note that JTE-P cannot be directly used for this task because it has \( \theta^{T} \) placed in the author pair plate so its topics are pair specific (\( \theta_{d}^{T} \)) rather than post specific. However, since we know the posterior topic assignments of \( z_{d} \), we can get a posterior estimate of \( \theta_{d}^{T} \) for JTE-P using \( \theta_{d,T}^{P} = \frac{[\sum_{t,T} z_{d,T} \phi^{E}_{\theta d,T} w]}{[\sum_{t,T} z_{d,T} \phi^{E}_{\theta d,T}]} \).

Table 5: Evaluation of topics or “points” of contention expressed in posts. For each method, we report the precision (P) and recall (R) for discovering points of contention in posts belonging to a particular domain. The experiments were performed on four domains: D1: Politics, D2: Religion, D3: Society, D4: Science. The precision and recall for each domain are the average precision and recall over 125 posts in that domain.

**Statistical significance:** Differences between Nearest Noun Phrase and JTE for both judges \( (J_1, J_2) \) across all domains were significant at 98% confidence level \( (p < 0.02) \). Differences among JTE, JTE-R and JTE-P for both judges \( (J_1, J_2) \) across all domains were significant at 95% confidence level \( (p < 0.05) \). A two-tailed \( t \)-test was used for testing significance.

### 4.3 Discovering Points of Contention

We turn now to the task of automatically discovering points of contention in contentious posts. By “points”, we mean the topical terms on which the contention has been expressed. We employ the JTE and JTE-R models in the following manner using estimated \( \theta_{d}^{T} \). Note that JTE-P cannot be directly used for this task because it has \( \theta^{T} \) placed in the author pair plate so its topics are pair specific (\( \theta_{d}^{T} \)) rather than post specific. However, since we know the posterior topic assignments of \( z_{d} \), we can get a posterior estimate of \( \theta_{d}^{T} \) for JTE-P using \( \theta_{d,T}^{P} = \frac{[\sum_{t,T} z_{d,T} \phi^{E}_{\theta d,T} w]}{[\sum_{t,T} z_{d,T} \phi^{E}_{\theta d,T}]} \).

### 4.4 Statistical Experiments

We now compare the proposed models across statistical metrics: perplexity and KL-Divergence.

#### 4.4.1 Perplexity

To measure the ability of JTE, JTE-R and JTE-P to act as good “generative” models, we computed the test-set (see below) perplexity under estimated parameters and also compared with the resulting values of LDA and SLDA models. Perplexity, widely used in the statistical language modeling community to assess the predictive power of a model, is algebraically equivalent to the inverse of the geometric mean per-word likelihood. A lower perplexity score indicates a better generalization performance. As perplexity monotonically
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### 4.3 Discovering Points of Contention

We turn now to the task of automatically discovering points of contention in contentious posts. By “points”, we mean the topical terms on which the contention has been expressed. We employ the JTE and JTE-R models in the following manner using estimated \( \theta_{d}^{T} \). Note that JTE-P cannot be directly used for this task because it has \( \theta^{T} \) placed in the author pair plate so its topics are pair specific (\( \theta_{d}^{T} \)) rather than post specific. However, since we know the posterior topic assignments of \( z_{d} \), we can get a posterior estimate of \( \theta_{d}^{T} \) for JTE-P using \( \theta_{d,T}^{P} = \frac{[\sum_{t,T} z_{d,T} \phi^{E}_{\theta d,T} w]}{[\sum_{t,T} z_{d,T} \phi^{E}_{\theta d,T}]} \).

### 4.4 Statistical Experiments

We now compare the proposed models across statistical metrics: perplexity and KL-Divergence.

#### 4.4.1 Perplexity

To measure the ability of JTE, JTE-R and JTE-P to act as good “generative” models, we computed the test-set (see below) perplexity under estimated parameters and also compared with the resulting values of LDA and SLDA models. Perplexity, widely used in the statistical language modeling community to assess the predictive power of a model, is algebraically equivalent to the inverse of the geometric mean per-word likelihood. A lower perplexity score indicates a better generalization performance. As perplexity monotonically...
4.4.2 KL-Divergence

Another important measure for topic models is topic distinctiveness [24]. Here, we want to assess how distinctive the discovered topics and CA-expressions are. To measure topic and CA-expression distinctiveness, we computed the average topic and CA-expression distribution \(\phi_d^T\) and \(\phi_d^E\) separations between all pairs of latent topics and CA-expression types. To measure separations, we choose KL-Divergence as our metric as suggested in [24]. Clearly, for more distinctive topic and CA-expression discovery, it is desirable to have higher average KL-Divergence. Table 6(b) shows the comparison results. Again, as JTE-P requires pair structures, for proper comparison, all models were run on the restricted corpus where posts have at least one quotation. We observe that topics discovered by the new models are more distinctive than LDA and SLDA. For both topics and CA-expressions, JTE-R performed better than JTE showing that reply relations are highly beneficial. JTE-P with pair structures performed the best. Table 6(b) also reports the average separations of per document distribution of topics and expressions \((\theta_d^T\) and \(\theta_d^E)\) for models JTE and JTE-R, having higher average KL-Divergence for \(\theta_d^T\) and \(\theta_d^E\) implies that documents are well separated based on the estimated topics and two CA-expression types exhibited. We see that both JTE and JTE-R obtain higher average KL-Divergence for \(\theta_d^T\) than LDA and SLDA. Such separations are particularly useful when topic models are used for performing retrieval [19].

Lastly, we look at the average per pair separation of topics and CA-expressions for JTE-P. Clearly, the KL-Divergence values indicate good separations. This information may be further used to mine interesting author-pairs or classify these pairs according to interests, i.e., the posterior \(\theta_d^T\) can be used to make predictions on the interaction nature of any two authors. However, these are beyond the scope of this paper. We will study them in future.

5. RELATED WORK

Although limited research has been done on fine-grained mining of contents in discussion/debate forums, there are several general research areas that are related to our work.

Sentiment analysis: Sentiment analysis mines positive and negative opinions from text [27,34]. Agreement and contention are different concepts. Sentiments are mainly indicated by sentiment words (e.g., great, good, bad, and poor), while contention and agreement are indicated by CA-expressions. Sentiment analysis approaches are thus not directly applicable to our tasks and we also need to discover CA-expressions. However, from a modeling perspective, there exist several joint sentiment and topic models which are related to our work and are discussed below. Other related works in sentiment analysis include pro-con classification [3], contradictions [23, 36], attitude [38] and negotiations [39].

Topic models: Topic models such as Latent Dirichlet Allocation (LDA) [4] have been shown effective in mining topics in large text collections. There have been many extensions to correlated [5], supervised [7], multi-grain [43] and sequential [13] topic models. In the context of our JTE-R model, constraining document-topic distributions of a post \(d\) to be similar to its quoted posts in \(q_d\) is related to topic modeling with network structure [12, 17, 28, 33] where for each pair of documents, a binary link variable is conditioned on their contents. This requires sampling all \(D^2\) links which can be computationally very expensive for large corpora. Chang and Blei [10] improved the efficiency by treating non-links as hidden. In [40], links were assumed to be fixed and topics were conditioned on both the document itself and other linked documents. [29] used a network regularization approach to ensure topics of neighboring documents in a network are similar. This work is based on pLSA [20] and EM rather than LDA and Gibbs sampling. Our approach is simpler. However, all these existing
models are mainly used to find topics for corpus exploration. When applied to discussion/debate forums, they are unable to discover contentious topics and CA-expressions at the same time. There have also been attempts to jointly model both topics and opinions in sentiment analysis. For example, the ME-LDA model [47] added a sentence plate and used maximum-entropy to separate topics and sentiment terms. [26] added a sentiment variable to LDA and conditioned topics over sentiments. The TSM model [30] encodes positive, negative and neutral sentiment variables and a background word variable to separate topical words from background words. In the ASUM model [21], for each sentence a sentiment is chosen over a multinomial, and a topic is chosen conditioned on the sentiment. However, contention and agreeing expressions are emitted differently. Unlike sentiments and topics which are mostly emitted in the same sentence, contention and agreeing expressions often interleave with users’ topical viewpoints and may not be in the same sentence. Most importantly, JTE-R and JTE-P can capture the key characteristics of discussions: topic and author interactions, using reply relations and pair structures. Existing joint models are unable to use them.

Support/oppose classification: There have been works aimed at putting debate authors into support/oppose camps. In [15], conversations are classified into agree, disagree, backchannel and other classes. In [1], the reply network was used to classify discussion participants into camps. In [32], a rule-based approach first classifies replies into contention and agreement classes, and max-cut then classifies authors into opposite camps. None of these works, however, mines CA-expressions or contentious topics.

Stances in online debates: In [40], an unsupervised classification method was proposed to recognize stances in debates. In [42], speaker stances were mined using an SVM classifier. In [8], collective classification techniques were employed. Clearly, our work is different as these existing classification methods do not mine CA-expressions or points of contention in each post.

6. CONCLUSIONS

This paper proposed the task of mining contentions in discussion/debate forums, and presented three new models as a principled way to jointly model and mine topics and linguistic expressions indicating agreements and contentions considering topic and author interactions. Existing models are unable to perform these tasks. Specifically, a joint model (JTE) of topics and CA-expressions was first proposed, which was then improved by encoding two key features of discussions or debates, i.e., topical interactions (using reply-to relations) and author interactions (through pair structures), which yielded the JTE-R and JTE-P models. Experimental results showed that the proposed models outperformed baselines for our tasks: i) discovering topics and CA-expressions; and ii) for each contentious post, discovering the contention points or topics. Statistical experiments of perplexity and KL-Divergence were also conducted. They showed that the proposed models fit the data better and discover more distinctive topics and CA-expressions. In all experiments, the interaction models JTE-R and JTE-P consistently gave better results.
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