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Public opinion in this country is everything.

—Abraham Lincoln
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The Opinion Curse — Opinion Spam!

* Opinions = Virtual Currency

* Opinion Spam: Illegitimate activities (e.g., writing fake

reviews/ratings) to deliberatively mislead consumers ‘@’
* In E-commerce, filtering opinion spam is vital m




Which review is fake?

' | want to make this review in order to comment on the :
: excellent service that my mother and | received on the |
: Serenade of the Seas, a cruise line for Royal Caribbean. :
:There was a lot of things to do in the morning and:
! afternoon portion for the 7 days that we were on the !
:ship. We went to 6 different islands and saw some |
:amazing sites! It was definitely worth the effort of |
: planning beforehand. The dinner service was 5 star for |
| sure. | recommend the Serenade to anyone who is |
! looking for excellent service, excellent food, and a week !
| full of amazing day-activities! |

IGuacamole burger was quite tall; clam chowder was
: tasty. The appetizers weren't very good at all. And the
| service kind of lagged. A cross between Las Vegas and
: Disney world, but on the cheesy side. This Cafe is a place
I'where you eat inside a plastic rain forest. The walls are
lined with fake trees, plants, and wildlife, including
animatronic animals. | could see it being fun for a child's
birthday party (there were several that occurred during
our meal), but not a place to go if you're looking for a
good meal.

Which review is fake?

' | want to make this review in order to comment on the :
' excellent service that my mother and | received on the !
: Serenade of the Seas, a cruise line for Royal Caribbean. :
:There was a lot of things to do in the morning and:
afternoon portion for the 7 days that we were on the :
ship. We went to 6 different islands and saw some
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I sure. | recommend the Serenade to anyone who is |

|
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Opinion Spam Solicitations (Real Cases)

I wanted to return an item I purchased from Amazon because it didn’t work.
Guess what did the seller say?

RE: Return policy inquiry from Amazon customer ARJUN 0 &
MUKHERJEE (Order: 110-4255277-5357849) Inbox  x

Deluxelmport Service Quality & Low Price - Amazon Marketplace C Jul 18 (2 days ago)
Arjun Mukherjee |used it for only a few days and its bad. | got very busy Jul 18 (2 days ago)

Deluxelmport Service Quality & Low Price - Amazo Jul 18 (2 days ago) - -
tome '~

Order ID 110-4255277-5357849:
1 of Angel Sales Set of 2 PosturePro Lumbar Support [ASIN: BOOTTQRS7M]

-~ Begin message —————
Dear Mr. Mukherjee,

We apologize the item did not meet your expectations. Will will grant you a full refund without you
returning the item back. May you please leave a posifive review along with a 5 star? Thank you
for shopping with us.

Best Regards,
Deluxe Import
800) 728-9155

Opinion Spam Solicitations (Real Cases)

The case of Belkin International Inc.
Top networking and peripherals manufacturer | Sales ~ $500 million in 2008

Posted an ad for writing fake reviews on amazon.com (65 cents per review)

Timer: 00:00:00 of 60 minutes

Want to wark on this HIT?  Want to see other HITs?

Wrte Product Reviews 25-50 Words
Regquester: Mike Bayard

Qualifications Required: HIT spproval rate (%) is net less than 95

Write a Positive 5/5 Review for Product on Website
Positive review writing,

» Use your best possible grammar and write in US English only

e Always give a 100% rating (as high as possible)

* Keep your entry between 25 and 50 words

* Write as if you own the product and are using it

s Tell a story of why you bought it and how you are using it

* Thank the website for making you such a great deal

» Mark any other negative reviews as "not helpful® once you post yours

Instructions:

The link below leads to a product on a website. Read-through the product’s features
and write a positive review for it using the guidelines above to the best of your ability.
I have &lso provided the part number for this product and you can click on the links
below to see it on several alternative websites. In order to post some reviews you
will need to create an account on the site. You can use your own email address or
open a new free webmail account (gmail, vahoo...) and use it to post with.




How Much Fake is Out There?

[ Various estimates from different
deception prevalence studies

Q 2-6% in Orbitz, Priceline, Expedia,
Tripadvisor, etc. [Ott et al., WWW
2012]

O 14-20% in Yelp [Mukherjee et al.,
ICWSM 2013; Wang et al., J. Eco.
Policy 2010]

Distribution Analyses in Amazon

U Pioneering Work by [Jindal and Liu,
WWW, 2007; WSDM 2008]

O Large scale analyses of opinion spam
in Amazon.com

O 6M reviews, 1.2M products, 2.1M
reviewers




Distribution Analyses in Amazon

O Log-Log plot -
Members vs. Reviews

[ Reasonable less
number of active highly
active members

O Less # of extremes —
reviewers with very
high (potentially spam)
or very low review
rates
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 Contains content originally appearing in [Jindal and Liu, WSDM, 2008]
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Distribution Analyses in Amazon

O Log-Log plot -
Products vs. Reviews

U Reasonable less
number of active highly
active products

U Lot of products with
very few reviews
(potential spam targets)
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f Contains content originally appearing in [Jindal and Liu, WSDM, 2008]




Distribution Analyses in Amazon
0 Log-Log plot -
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 Contains content originally appearing in [Jindal and Liu, WSDM, 2008]

Distribution Analyses in Amazon
U Near duplicity analyses

10000000000
1000000000 —&— Office Electronics
O Two reviews which [pposesten —8—Drama DVDs
have similar contents 1000000 - . gzriiesr;mi?:ks
are called (near) 1:’3333 1 :
duplicates % 1000
& 100
. . £ 10 -
O Spam is out there in s ., -
almost every domain! 0 01 0203 .04 05 06 07 08 09 1
Similarity Score

f Contains content originally appearing in [Jindal and Liu, WSDM, 2008]




Distribution Analyses in Amazon

O Near duplicity analyses
— the distribution of
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reviewers \ |
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[ Two reviews which
have similar contents
are called (near)
duplicates

1

Number of Reviewers
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: Maximum Similarity S
O Several spam reviewers aximum Simfartty score

who blatantly copy-
paste reviews!

 Contains content originally appearing in [Jindal and Liu, WSDM, 2008]

Opinion Spam Types
QO Type 1 (Untruthful opinions, fake reviews)

O Type 2 (Reviews on Brands Only)
= “I'don’t trust HP and never bought anything from them”

O Type 3 (Advertisements)
= “Detailed product specs: 802.11g, IMR compliant, ...”
= “_..buy this product at: compuplus.com”




Opinion Spam Detection per Types

O Type 2, 3 = Supervised
Learning

Q Type 1 (Hard as
difficult to get ground
truths)
= Approximation:

“Use duplicates as
positive samples”

Opinion Spam Feature Types

U Review centric features (content)
= Features about reviews

[ Reviewer centric features
= Features about the reviewers

U Product centric features
= Features about products reviewed.




Opinion Spam Review Feature
O Number of feedbacks (F1)

0 Number (F2) and Percent (F3) of helpful
feedbacks

O Length of the review title (F4)
O Length of review body (F5)

Q...

Opinion Spam Reviewer Features

O Ratio of the first reviews (F22) of the
products to the total number of reviews that
he/she wrote

L Ratio of the number of cases in which
he/she was the only reviewer (F23)

O Average rating given by reviewer (F24)
O Standard deviation in rating (F25)

Q..
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Opinion Spam Product Features
Q Price (F33) of the product

Q) Sales rank (F34) of the product

O Average rating (F35) of the product

Q) Standard deviation in ratings (F36) of the

reviews on the product

Q..

Opinion Spam Detection Performance

1 AUC of 10-fold
Cross Validation

[ Text features alone
not sufficient

O Feedbacks
unhelpful (as
feedback itself
subject to abuse!)

Spam Type Num AUC | AUC —text | AUC-w/o
reviews features only | feedbacks
Types2 &3 470 98.7% 90% 98%
Type 2 only 221 98.5% 88% 98%
Type 3 only 249 99.0% 92% 98%

11



Duplicate Opinion Spam Types

 Same userid, same product

Q Different userid, same product

The last three types are very
likely to be fake!

 Same userid, different products

O Different userid, different products

O Representative of all kinds of

Predictive Power of Duplicates

Features used AUC
Spam All features 78%
Only review features 75%
d Ol’lly 3% duplicates accidental Only reviewer features 72.5%
Without feedback features 77%
Only text features 63%

O Duplicates as positive

examples, rest of the reviews
as negative examples

Near duplicates is a sheer sign of
spamming — spammers usually want to
recycle their fake reviews anyways!

12



Outline

O Approach#1: Leveraging Linguistic Signals
- = P.1: Deception Detection via Linguistic Classifiers
= P.2: Stylometric Methods
= P.3: Generic Deceptive Signals
O Approach#2: Behavioral Modeling
Q...

Linguistic Classifiers of Deception

O Deception detection via Linguistic
Signals [Ott et al., ACL 2011]

U Labeling fake reviews infeasible

* Duplicate detection [Jindal and Liu,
2008] = naive

O Generate fake reviews using Amazon
Mechanical Turk (AMT)

20 hotels

— 20 reviews / hotel

— Offer $1 / review

— 400 reviews

13



Linguistic Classifiers of Deception

O Deception detection via Linguistic
Signals [Ott et al., ACL 2011]

Negative samples (truthful

O Labeling fake reviews infeasible reviews) obtained from
= Duplicate detection [Jindal and Liu, Tripadvisor.com for th.ose 20
2008] — naive hotels (length normalized)

O Generate fake reviews using Amazon

Mechanical Turk (AMT)

= 20 hotels AMT crafted fake reviews serve

* —20reviews/ h_Otel as Postive samples (fake reviews)
= _ Offer $1 / review

= — 400 reviews

Human Performance on Deception Detection

O Test set: 80 Truthful and 80 Deceptive
reviews (balanced data)

O Judges: 3 undergraduates (with 2 meta
judges)

O Accuracies ranging from 53 — 61 %

14



Human Performance on Deception Detection

O Test set: 80 Truthful and 80 Deceptive
reviews (balanced data)

Deception detection is

judges) of reviews

Q Accuracies ranging from 53 — 61 %

Linguistic Classifier Performance Analysis

Q1 Classifier: Linear SVM

O 3 Feature Families:

Genre — 48 POS tags

Psycholinguistics, LIWC [Pennebaker et
al., 2007] — 4500 keywords across 80
linguistic dimensions

N-grams

15



Linguistic Classifier Performance

[ Classifier: Linear SVM

O Accuracy results on balanced data

(400+/400-) via 5-fold CV:

Feature Set
Genre (POS)

LIWC
Unigrams

Bigrams
Bigrams + LIWC

73.0

76.8
88.4

89.6
89.8

Outline

O Approach#1: Leveraging Linguistic Signals

= P.1: Deception Detection via Linguistic Classifiers
# = P.2: Stylometric Methods
= P.3: Generic Deceptive Signals

O Approach#2: Behavioral Modeling

Q...

16



Deception Detection via Stylometry

Q Syntactic Stylometry for Deception

Detection [Feng et al., ACL 2012]

L Model lexicalized and unlexicalized

syntactic features using sentence parse

O Generate deep syntactic

features (i.e., by rewriting
production rules)

trees
Deception Detection via Stylometry
O Syntactic Stylometry for S
Deception Detection [Feng et —
al., ACL 2012] NP VB
| _—
N V NP
0 Model lexicalized and | |
unlexicalized syntactic Alice is N'
features using sentence parse ﬁp
trees NP A VP -> N PP ! — e

a student of physics

17



Performance Evaluation of Deep Syntax
Q Classifier: LIBLINEAR

O 5-fold CV with 80-20 train-test
splits

O Feature value assignment: TF-IDF

Q 3 Feature Families:
= Lexical (uni/bigrams)
= Shallow syntax: POS tags
= Deep syntax: rules from parse trees

Performance Evaluation of Deep Syntax
O Results due to [Feng

et al., ACL 2012] Feature Set TripAd |Essay | Yelp
Q Datasets visor
= Tripadvisor [Ott
etal.,, ACL2011] Words 88.4 77.0 59.9
Shallow Syntax 87.4 80.0 62.0

= Essay [Mihalcea

and Strapparava,
ACL 2009] Deep Syntax 90.4 78.0 635

3 " Sofelp Deep Syntax+ 91.2 850 64.3
3-8% improvements Words

in Accuracy




Outline

O Approach#1: Leveraging Linguistic Signals
= P.1: Deception Detection via Linguistic Classifiers
= P.2: Stylometric Methods
# = P.3: Generic Deceptive Signals
O Approach#2: Behavioral Modeling

Q...

Generic Deception Signal Discovery

O General Rule for Deception Detection
[Li et al., ACL 2014]

L Domains
= Hotel
= Restaurant
= Doctor

Q 3 Review Types
» Turker Generated
= Consumer Generated (Web)
= Expert Generated

19



Generic Deception Signal Discovery

0 General Rule for Deception Detection

Result due to [Li et al., ACL 2014]

L Domains
= Hotel
= Restaurant
=  Doctor

0 How well do deception classifiers

transfer knowledge?
=  Would text classifiers trained on hotel
domain work well on Doctor domain?

NYC-Hotel

Chicago Restaurant  0.77

Doctor 0.61

F1 scores of SVMs trained
on [Ott et al., 2011]

Additive Models

L Tailored Additive Generative Models
(e.g., extending SAGE [Eisenstein et
al., EMNLP 2011])

O Capture multiple generative facets
= Deceptive vs. truthful
= Posvs. Neg
= Experienced vs. Non- Experienced

0 SAGE tend to improve performances

over SVMs across POS, LIWC, ngram

features

20



Generic Deception Signals

(L Main results of [Li et al., ACL 2014]
inferred from estimated feature weights

Q (1) Domain specific details can be

predictive of deception
= Spatial details in Hotel/Res domain
reviews

O (2) Both actual customers and experts
tend to include spatial details — lack of
spatial details may not be a generic cue
for deception

Generic Deception Signals

0 Main results of [Li et al., ACL 2014]
inferred from estimated feature weights

O (3) Turkers and Experts (e.g., Hotel/Res
employees) tend to have an “exaggerated”
use of sentiment vocabulary

O (4) Decreased use of 1%t person pronouns
in deceptive text — “psychological
detachment” [Newman et al., 2003] —
similar findings as [Mukherjee et al.,
ICWSM 2013]

21



Outline

O Approach#1: Leveraging Linguistic Signals
O Approach#2: Behavioral Modeling
# = P.1: Exploiting Anomalous Rating and Reviewing Behaviors

= P.2: Modeling Group Spam/Collusion
= P.3: Graph Based Methods
= P.4: Distributional Methods

O Approach#3: Statistical Modeling

Q..

Exploiting Anomalous Reviewing Behaviors

O Linguistic models are good, but...
» Lack in capturing fraud behaviors
= Prone to errors/noise in discovering deception signals
= Relatively easy to evade

1 Behavior models to the rescue

O Opinions spamming invariably involves anomalous
behaviors:
» Giving unfair (high/low) ratings to entities
» Rating burstiness (reviewing too often)

= Colluding to spam (forming groups)

22



Modeling Spamming Behaviors

U Target and Deviation
Based Spamming [Lim et
al., CIKM 2010]

O Observation: Spammers
direct their efforts to a set
of target products/product
groups and inflict spam
via rating via multiple
ratings

Target and Deviation Based Features

O Result on multiple ratings due to [Lim et al.,

CIKM 2010] W #Ratings |
OJ ifl‘;atings
D Define EU = Z| iflﬁa{t’irngs

set of ratings from user i to entity j

72
QO Figure shows the number of reviewer-product n I
pairs (in logl0 scale) having x = |E;;| (x > 1) N 4 e

reviews (along with distribution of all 5 ratings # of Ratings on Same Product
and pairs with all 1 or 2 ratings )

U Conclusion: several reviewers who contribute
multiple reviews to the same products =Target
based I'ating Spam eXiStS  Contains content originally appearing in [Lim et al., CIKM 2010]
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Target and Deviation Based Features

Target-base Spamming on Products

Rating Spamming

Si
Cp.e ui) =
e ﬁfa;rugeU.s'i;

Review Text Spamming

s;: unnormalized
spam scores

’
S5;
ey oltis) =
PyvATe T . o/
ﬂf(lluéeU bi"

Combined Spam Score

1
cplu;) = 5 (cpe(ui) + cpw(ui))

[Eqj| - sim(Eij)
eij EEi5.|Eij>1

sim(Bi;) =1— Avg
ek,EkJEEij,k<k’

|€k — €L’

Vil - sim(Vy)

!
S8, —

vi; EVij,|Vij|>1

sim(Vi;) = Avg
Ve Vgt GVU' <k

sim(vg, vgr)

sim(vg, vpr ) = cosine(vg, Vi)

Target and Deviation Based Features

Deviation based Spamming

Single product group multiple high ratings

Ezﬁ{w) ={ei; € Ei. | 0j € beAt(ei;) € whe; € H RatingSet} CH
7 com(t) = Maz . ;CH
CHF = Up, o {EHf(w)| |EX (w)| = minsize™} mgethat

Single product group multiple low ratings

E5(w) = {ei; € Eu | 0; € bpAt(es;) € whei; € LRatingSet}

£

Ci = L_J;L-_m{Efrg{wH |ES5. (w)| = minsize®}

Combined Spam Score

cglui) = %{Cg,?{{ui} + cg,c(ui))

() Cr
Cg.LlUi) = ——F
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Target and Deviation Based Features

o Target-base Spamming on Products Groups

o General Deviation

d;.,j. — f_'ﬂg;j — 4A\.7g € Cd(.u_?-_) — ‘A\rg d"'.?
e€E,; eijEE .
o Early Deviation

dij = eij — Avg e S ek (|dij] x wiy)
1] T ’

eEE*.}" Ce ('U-?;) —
ZE;‘J‘EE{* Wwij
1

'u_." O —
*J (735) \ 7;;: rank

order/position of
rating j by user ¢

Deception Ranking

o Each method works by ranking the users by decreasing
behavior score order. The highly ranked users are more
likely to be spammers. Methods are:

o (a) single product multiple reviews behavior (TP); (b)
single product group multiple reviews behavior (TG)
only; (c) general deviation (GD) behavior; and (d)
early deviation (ED) behavior with a=1.5.

o combined method (ALL) that considers all the
behaviors using a combined score.

0o Baseline: ranks the reviewers by their average
unhelpfulness.

25



True Spamicity Ranking (via human experts)

o Obtaining gold-standard spamicity ranking for
each reviewer is challenging due to scale.

o Selective evaluation: Select 10 top/bottom
ranked reviewers for each spammer detection
method. Merge all the selected spammers into a
pool. Upon sorting, 25 top ranked reviewers
and 25 bottom
ranked reviewers are then selected for user
evaluation.

o The above ranking feeds the signal for DCG (of
ideal ranking)

Spamicity Ranking Evaluation

Baseline | TP | TG GD ED | ALL
0 Performance of F spammers 7 W10 6 [ 6 [ 10
Spammer Ranking in top 10
# non-spaminers 7 10 9 6 7 10
0 Result due to [Lim et al., i bottom 10

CIKM 2010] 1

o NDCG: Measure l
Closeness to idea
human expert ranking

08F m
0.7}
06l ¢ el

0.5 &
¢

o TP, TG, All methods 0a ——al

—e—TG
tend to work well 03} s
. . . —a— GD
= Multi rating behaviors o2 —o—Baseline| |
arc discriminatiVe 0'10 1‘0 2‘0 3‘0 4‘0

 Contains content originally appearing in [Lim et al., CIKM 2010]

50
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Outline

O Approach#1: Leveraging Linguistic Signals
O Approach#2: Behavioral Modeling

= P.1: Exploiting Anomalous Rating and Reviewing Behaviors
- = P.2: Modeling Group Spam/Collusion
= P.3: Graph Based Methods
= P.4: Distributional Methods
O Approach#3: Statistical Modeling

Q...

Modeling Collusion

O Spammers writing fake reviews in collusion
Q Prior work:
= Deception analysis [Ott et al., ACL 2011]
» Individual opinion spammers [Jindal &
Liu, WSDM 2008; Lim et al., CIKM
2010]

O Group has more manpower— Controls
overall sentiment
U Group context on big data can help spot

anomalies

27



Modeling Collusion

0 Spammers writing fake reviews in collusion
Q Prior work:
= Deception analysis [Ott et al., ACL 2011]
* Individual opinion spammers [Jindal &
Liu, WSDM 2008; Lim et al., CIKM
2010]

O Group has more manpower— Controls
overall sentiment

U Discover patterns — Spot anomalies

Group Spam Indicators

GTW(g)= gég); (GTWy(g,p))
1. Group Time Window (GTW): L) —F(g.0)>

GTWy(g,p)= - .
p(g P) {1——L(g'p)TF(‘g’p);otheTWLse

max ( D(g,p))

2. Group Deviation (GD): P9

I"p.9-Tp.g]
D(g.p)=—14 B4

3. Group Content Similarity (GCS):
GCs(9)= X (CS¢(g.p))
CSg(g,p)=avg(cosine(c(m;,p),c(m;,p)))
4. Group Member Content similarity (GMCS):

GMCS(g) = avg(CSy(g,m))
CSu(g,m) = avg(cosine(c(m,p;), c(m,p;)))
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Group Spam Indicators

GETF(g)=max (GTF(g,p)
5. Group Early Time Frame (GETF): 0.L(g.p)-A(p)>B

GTF(g.p)={1_L(g.p)—A(p) otherwise
R

GSR(g)=avg(GSRp(g,p))

6. Group Size Ratio (GSR): 6SRp(gp)=13
’ [Mpl|

7. Group Size (GS): GS(g) = %
8. Group Support Count (GSUP): GSUP(g) = _1Pgl

max(|Pg; )

These eight group behaviors can be seen as group spamming features
for learning. From here on, we refer the 8 group behaviors as f;...fg
when used in the context of features.

Cumulative Behavioral Distribution

f— 0+:Normal; f— 1—: Anomalous behavior

1 — 1

1 = 1
08 - 08 -

0.8 08 {f (I 4 -
06 "X 0.6 0.6 \ 0.6 5"' 0.6
04 - 04 {i 04 1 04 04
02 A 02 02 024 02
0 - 0 & : 0 ; 0 1 ; 0 .
0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1 0 0.5

GTW GCS GETF GD GSUP

Cumulative % of spam (solid) and non-spam (dashed) groups vs. feature value

Gaps — Discriminative strength




Modeling Group Spam — Need for Relations
QO Standard feature based learning [Jindal and Liu, WSDM 2008; Ott et
al., ACL 2011] falls short

U Groups share members. i.e., apart from group features, the group
spamicity is also affected by other groups sharing its members, the

spamicity of the shared members, etc.

O Group features (f1...f8) only summarize (e.g., by max/avg) group
behaviors but individual member level spam contributions not
considered.

0 No notion of extent to which a product is spammed

Group Spam — Product Relation

O The group spam-product relations can be expressed as:

= s(p) = 2 wi(pi9;)s(9)) Ve = WegVs (1)

O (1) computes the extent p, is spammed by various groups. It sums the spam
contribution by each group, w,(p;, g,), and weights it by the spamicity of that

group, s(g;)

= s(g;) = 200 wi(pg))s@); Ve = WiV (2)

O (2) updates the group’s spamicity by summing its spam contribution on all

products weighted by the extent those products were spammed.

30



Member Spam — Product Relation
O Like w,, we employ w, € [0, 1] to model spam contribution by a member m,
towards product p..

O Like before, we compute the spamicity of m, by summing its spam
contributions towards various products, w, weighted by s(p,) in (3).

s(my) = Zl-ill wo (My, 0)s(i) ; Vi = WupVp (3)

O Update p;, to reflect the extent it was spammed by members by summing the
individual contribution of each member w,, weighted by its spamicity.

s() = XM wo (my, p)s(m) s Ve = WipVa (4)

GSRank: Group Spam Rank

* Modeling collusion behaviors via  Algorithm: GSRank

GSRank Input: Weight matrices Wpg, Wyp, and Weyy
Output: Ranked list of candidate spam groups

L. Initialize V" < [0.5] Gt
* GSRank: Group <> member <> 2 herate:V ). T
: L P Wpc Ve ™ i Vg Wap Vb
product reinforcement based L Ve W Vg Ve Ward Ve
ranking . Ve Wyp! Vag: Ve — Wpf Vi
[Mukherjee et al., WWW 2012] v. Vo —Vg /|| Vgl

until || 7" — pY I <8

3. Output the ranked list of groups n descending order of V™

* Theoretical Guarantees:

» Lemma 1: GSRank is an
instance of an eigenvalue
problem

» Theorem 1: GSRank converges

31



GSRank Performance Evaluation

1 ) v l =
| ~ |
P W e e
0.8 | WAL= 08 4l ez
v ”'a g — -~
e T
0.6 - 0.6 1wt 7
v\
04 - 04 +
GSRank SVMRank H
02 4 SVR 0.2 - RankBoost H
= = = = =. SVMRank == === GSFSum
— =— — = RankBoost —— = S
0 I I I I 0 I I I I
0 20 40 60 &80 100 0 20 40 60 80 100
GSRank Performance Evaluation
Basel.l nes: SVM, LR Feature Settings SVM | LR | SVR| g | oS R:E_IH B;:aslil_iﬂ Rank
Metric: AUC. GSF 081 |077|083| 083 | 085 | 081 | 083 | 093
ISF 0.67 [067]/0.71] 0.70 | 074 | 068 | 0.72
LF 065 [062]063] 067 072 ]| 064 | 071
Feature sets: GSF+ISF~LF| 084 |081]085] 084 | 0.86 | 083 | 085
GSF: Group spam features (a) The spamicity threshold of & = 0.5
[Mukherjee et al., WWW . SVM |Rank| SVM | Rank | GS
2011] Feature Settings SVM | LR | SVR Rank | Boost Rank H Boost H | Rank
GSF 083 |0.79|084] 085 | 087 | 083 | 085 | 095
ISF 068 |068|073| 0.71 | 075 | 0.70 | 074
ISF: Indiv. spam features LF 0.66 [0.62]067] 069 [ 074 | 068 | 073
[Lim et al., CIKM 2010] GSF+ISF~LF| 086 |0.83|086| 086 | 0.88 | 084 | 086

LF: Linguistic features
[Ott et al., 2011]

(b) The spamicity threshold of £=0.7

Table 1: AUC results of different algorithms and feature sets.

All the improvements of GSRank over other methods are statistically significant at
the confidence level of 95% based on paired -test.
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Group Opinion Spam on Amazon.com

1ofl people found the following review helpful:

;E?T‘.-: ,’f“ ractically FREE music, December 4, 2004
This 1 hu : Audio Xtract (CD-ROM)

got a program that gets
me free unhimited music. I was hopmg it dld hzlf what was .

2 of 2 people fouud the followmg review helpful:

e a tape recorder..., December 8, 2004
b -:' i} Audio \nacl{CD RO)!

This software Teally Tocks. I canl se

. |mwstc all day long and just let 1l go. lcome home and my ...

T [Wow, internet music! .... December 4, 2004
of: Audio Xtract (CD-ROM

I looked forever for a way to record mternet music. My way

€ progam o record|took a long time and many steps (frustrtaing). Then I found

Audio Xtract. With more than 3,000 songs downloaded i ...

See my 1eview for Audio Xtract - Ihis' PRO 15 even better. This
is the solution T've been looking for. After buying iTunes, .

30f 10

hmmen better than... DecemberS 2004

2 of 9 people found the following review helpful:
777 [Best music just got ..., December 4, 2004

Thi is frfm: Audio \mchwﬁCD ROM)
Let me tell you, this has to be one of the coolest products ever| The other day I upgra producr

on the market. Record 8 internet radio stations at once, ...

Everyone who loves music needs to get it fmm Tnternet ..

5 of 5 people found the following review helpful:

: Iy kids love it, December 4, 2004
of: Pond Aquarium 3D Deluse Edition

This was a bargam at 520 -

no above water scenes. My luds get a kack out of the ...

5 of 5 people found the following review helpful:
| For the price you..., December 8, 2004

s fom: Pond -\gumum 3D Deluxe Edition
€ COOleSt SCreensavers
move realistically, the environments look real, and the .. .

ve ever seen, the fish We lme this set up on the

3 of 3 people found the following review helpful:
17 Cool, looks great..., December 4, 2004
om: Pond -\guanum 3D Deluxe Edition

The fish and the scenes are reaﬂy neat. Friends and ﬁmuly

Figure 1: Big John’s Profile

Each only reviewed those

Figure 2: Cletus’ Profile

All reviews posted in a time window of 4 days

3 products,

Unlikely to be coincidental- Something seems fishy!

Figure 3: Jake’s Profile

All reviewed same 3 products giving all 5-stars + 100% helpfulness votes!.

Group Spam Variants

U Group detection via Network Footprints [ Ye

and Akoglu, PKDD 201

O A two-step approach:

3]

O Step 1: Compute a Network Footprint Score
(NFS) Vector of reviewers using Neighbor
diversity and self-similarity per product to
asses whether it is under attack by a spam

campaign.

QO Step 2: Cluster product vectors to find
potential reviewer groups (e.g., via LSH
[Gionis et al., VLDB 1999])
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Outline

O Approach#1: Leveraging Linguistic Signals
O Approach#2: Behavioral Modeling
= P.1: Exploiting Anomalous Rating and Reviewing Behaviors
= P.2: Modeling Group Spam/Collusion
# = P.3: Graph Based Methods
= P.4: Distributional Methods
O Approach#3: Statistical Modeling

Q...

Leveraging User Product Review Networks

O Previous methods relied on use labeled data
[Ott et al., ACL 2011; Mukherjee et al.,
WWW 2011, WWW 2012]

O Spamicity labels are prone to noise

0 Q: Can we learn spamicity labels
automatically? (i.e., unsupervised
learning)?

O For e.g., by leveraging different

characteristics of data?
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User Product Review Networks

O Product Review Networks [Akoglu et al., [CWSM 20131

* Input: (1) user-product review network

Honest

(2) review sign (+:thumbs up/-:thumbs down)
= Qutput: Classify objects to types specific categories:
users: "honest’ / “fraudster’

products: ‘good’/ “bad’

reviews: ‘genuine’/ “fake’ ,
U Automatically label the users, products, and revie "/
Fraudster

network in the absence of meta-data (e.g., timestamp, review
text)

Spamicity Learning via User Product Review Networks

U FraudEagle [Akoglu et al., I[CWSM 2013]

O Markov Random Field Formulation:

» Signed network G = (V, E), where V=UU P
U={uy...u,}; P={py...0p}

= E={e};e(u;,p;s)s € {4+, —} (signed review
links)

* FEach node in Vand edge in E are random

Honest

variables

Fraudster

taking values from : L;; =
{honest, fake}, Lp = {good, bad}

L. = {real, fake}
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Spamicity Learning via User Product Review Networks

O FraudEagle [Akoglu et al., ICWSM 2013]

O Given an assignment ¥ to all the unobserved variables YV Signed
and x to observed ones X", the model probability is: edges
1
P(y‘X) = TX) H ﬁbz(y@) H .zj(yi:yj)
Y;eyV e(YHYP(E)ee

node labels as
random variables

qb%{(yi) :/,(P{/{ (y%) He(yﬁqufjs)eggfj (yi)

observed neighbor

prior belief
potentials

Signed Inference in MRF's

QO Inference applied to signed bi-partite graphs
O Exact inference is NP-hard
O Approximate inference via Loopy Belief Propagation

I) Repeat for each node:

miss(y)=ar Y @(yi,yj)szf(yi

, seLt
User i s belief vi€
of product j’s H Me—i(Yi)| Vy; € c”
state
Y eN;NYP\Y;

(good/bad)

IT) At convergence:

U
bilys) = ooy (il []  myilys)
Ei?)lei?gf; ?f user ¢ having Y; EN;NYP
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Graph Based Model Variants

O Online Store Spammer
Detection [Wang et al., [CDM
2011]

( Reinforcement Ranking based
on Graph Manifolds [Li et al.,
EMNLP 2013]

Modeling via Heterogeneous Graphs
U Online Store Spammer Detection [Wang et

al., ICDM 2011] —

QO Heterogeneous graphs with three node types: . uen ;s - bt
(1) reviewer, (2) review, (3) store W —
o =

STORE 2

QO Introduces the notion of trustwothiness of e ROREe @

. . S
Ireviewers, review honesty, and store REVIEW 4

reliability.

REVIEWER N(R) . STORE N(S)

i ;
a2 — =
i E

 Contains content originally appearing in [Wang et al., ICDM 2011]
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Mutual Trust, Honesty, Agreement Relations

O Online Store Spammer Detection [Wang et al.,
ICDM 2011]

U Heterogeneous graphs with three node types: (1)
reviewer, (2) review, (3) store

U Captures interrelationships:
= Several honest review — more trustworthy
reviewer
= More +ve reviews form honest reviewer —
reliable store
= Review ratings supported/agreed by others —
honest review

Semi-Supervised Ranking via Graph Manifolds

O Reinforcement Ranking based on Graph
Manifolds [Li et al., EMNLP 2013]

O Semi-supervised manifold ranking relies on a
small set of labeled individual reviews for
training.

0 Mutual Reinforcement Model on 3-layer
Graph: Vg = {H,—1_n,}; VR =

{Rizl...HR}§ T= {Tizl...V}

U Bootstrap using labeled data and then update
score vectors using similarity functions

38



Outline

O Approach#1: Leveraging Linguistic Signals
O Approach#2: Behavioral Modeling

= P.1: Exploiting Anomalous Rating and Reviewing Behaviors
= P.2: Modeling Group Spam/Collusion
= P.3: Graph Based Methods

# = P.4: Distributional Methods

O Approach#3: Statistical Modeling

Q...
Detecting Review Bursts
O Problem: Singleton review spam ] BOOOTMELHW
detection

O Exploit the burstiness nature of
reviews to identify review spammers.
[Fei et al. ICWSM 2013]

QO Divide the life span of a product into
bins.

Early spamming reviewing
burstiness detected for an

QO Fit histograms via Kernel Density entity
Estimation, choose burst thresholds
and count the number of reviews
within each bin.

S I
"‘ 0.0:
o IS i
\ \ \
0 = ~ ~— — 0.00
oof 01 02 03 04 05 06 07 08 09

time
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Detecting Review Bursts

U Modeling Review Bursts [Fei et al.
ICWSM 2013]
JeN(i) neN(i)\j
O Model the reviewers in bursts and
their co-occurrences in the same
burst as a Markov Random Field.
Reviewer states (spam/non-spam) are

latent

O Co-occurrence of two reviewers in
the same burst is represented by an
edge connecting their corresponding
hidden nodes.

b(r)=k T my(5)  my()=Sy(e.e) 1 m, ()

Detecting Review Bursts
0 Modeling Review Bursts [Fei et al.

ICWSM 2013] b(e)=k 1 my(5)  my(5)=Sw(r.c) [ m,(7)
JEN(i) v neN(i\j
O Model the reviewers in bursts and
their co-occurrences in the same Ratio of Amazon verified purchase of a reviewer as state prior.
. Induce the overall spamming indicator of a reviewer in the LBP
burst asa Markov Random Fleld' framework as local observation.
Reviewer states (spam/non-spam) are bi(r)=kg(r.o) [T m(r)
latent JENG)
m (T)=Xy(r.0)¢(7.;) I m,(7')
7 X neN(i)\j
U Co-occurrence of two reviewers in \

the same burst is represented by an

edge connecting their corresponding )
. Tags as State Priors
hidden nodes.

Use Amazon Verified Purchase
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Rating Distributional Analyses

0 Q: Can we detect opinion spammers
using distribution of review rating
scores?

O Detect opinion spammers via
divergence of rating distributions [Feng
et al., ICWSM 2012]

Rating Distributional Analyses

U Hypothesis: Deceptive business entity that
hires people to write fake reviews will
necessarily distort its distribution of review
scores, leaving distributional footprints
behind. [Feng et al., ICWSM 2012]

U Analyses on 4 years of TripAdvisor data
[2007-2011] revealed

Q Significant increase in 4,5 star ratings over
time — as if all hotels are consistently
improving there services!
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Time-Series Variants

0 Q: How to detect
spammers who wrote fake
reviews exactly once?

[ Not enough context to
model user/review

O Singleton review spam
detection

Time-Series, Distribution Analysis Variants

U Singleton review spam detection [Xie
et al. KDD 2012]

U Hypothesis: truthful re-viewers’
arrival pattern is stable and
uncorrelated to their rating pattern
temporally. In contrast, spam attacks
are usually bursty and either
positively or negatively correlated to
the rating.

42



Spatio-Temporal Analysis on Large-Scale Data

O Q: What are the spatio-temporal dynamics
of opinion spamming?

O Experiments on industry-scale filtered fake . .k y A 5 2
S

reviews — Dianping.com (Chinese Yelp)

[Li et al., ICWSM 2015] dianping.com

U Data Volume: over 6 Million reviews

U Richness: IP address and cookie
information of users

Temporal Patterns

18%

U Authentic reviews are much more @ spam
than fake reviews on Mondays and 17% EER non-spam
Sundays because they are based on 16%
real experience of dinners at °\:15%
weekends =14%

$13%

12%]
11%]
10%

Mon Tu WedThur Fri Sat Sun
day of week
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Temporal Patterns

18%

U More non-spammers are registered at 1794/

weekends and Mondays 16%

£ 15%

%]
>14%
Y—

o
 13%]

12%

10%

11%;

Mon Tu WedThur Fri

3 spammers
I non-spammer:

Sat Sun

day of week

IP Address and Cookie Distributions

1.0 1.0 S—
0.0} 0.9
go8f §038
5 0.7} s 0.7
0.6 50.6
: 0.5
0.4 ] oal
30 4510 15 20 25 30
# of cookies
(b)
1.0 1.00————————— —
0.9 .95} p
n0.8 .90}
g0.7 85|
3
s 0.6 .
0.5 .
©0.4 0.70 —— spam
0.3 0.65 - - non-spam|}
02=—5—35 15 20 25 30 9% 30 20 30 a0 0

# of cities
(c)

# of cookies
(d)

O Spammers switch IP addresses/cities and even browser cookies more often

than ordinary/genuine users
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Reviewer Platform Distributions

U Review generation in main site is the
fastest way, so spammers show a other
preference in registering and posting  \yap <ite
reviews on the main site

3 spam
I non-spam

0% 10% 20% 30% 40% 50% 60% 70%
reviews %

Reviewer Platform Distributions

U Reviews submitted via Mobile
platforms/groupbuy/WAP sites tend Other
to have lesser spammers (i.e., more
truthful users)

WAP

EE spammers

Mobile apps I non-spammers

Groupbuy site

Main site

0% 10% 20% 30% 40% 50% 60% 70%
users %
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Opinion Spamming via Geo-Outsourcing

U People in large cities

(a few big pie charts) .
are dominated by non- e [ TP o
spammers (i.e., likely At . o v : ¥
natives who actually LS 3 ': "o' .
ate in the restaurants) A = A B Y
® s % :' ®e :i'% :;

O The further the cities “ o N .' A
are from Shanghai, the . Seteesy !ﬁ .
higher the ratios of . AR i -.&':' o b ol T
spammers (spamming Soese ® '}q ;""
by hiring people who o8t Logs % " Py
never visited $<e .p*’ @ Spam
Shanghai) & e

Geo-spatial IP distributions of Spammers

U Ratio of unique IPs of 8000
normal/spammers decrease with 7000t

== malicious IPs
B organic IPs

increase in distance from restaurant 6000}
location. 5000¢
%5 4000}
#3000¢

2000y
1000y

200 400 600 800 1000
distance to Shanghai (in miles)

1200
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Detecting Spammers via Abnormal Travel Speed

O Conjecture: As spamming is geo- 8000 : :

.. . 3 malicious IPs
outsourced, it is likely that 7000} mmm organic IPs
professional spammers frequently 6000}
change IP addresses to register many w5000/
accounts in a short period of time %5 4000}

#3000}
0 Can we compute the avg. travel 2000}

speed of reviewers? 1000l

. . 00 200 400 600 800 1000 1200
U Reviewers with abnormal travels distance to Shanghai (in miles)

speeds indicate spammers.

Detecting Spammers via Abnormal Travel Speed

Q Define Sy= {4, ...7g,} to be the 10 [ spammers
sequence of reviews ordered by 10% L = nomspammers),
posting time-stamps. o

E 103 L
U Compute Average Travel Speed 502l
(ATS) as (loc obtained from IP): *
_ 1]
AT'S, = Zl’i“z‘ dzstan.fe(f‘i.loa r;_1.loc) 10
1Sul — 1 o 1I00 .

0 L .
10570 5 10 15 20 25 30
Average Travel Speed (miles per second)

O ATS « True Travel Speed as
1Sal o ,
total time taken to generate |S 4|review
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Detecting Spammers via Abnormal Travel Speed

5 T T T T T T
D Define Su: {7"1, T|Su|} to be the 10 ) I spammers
. I non-sparmmers
sequence of reviews ordered by 10°F -
posting time-stamps. "
E 103 L
3
0 Compute Average Travel Speed 502l
(ATS) as: *
ATS, = Zli”z‘ {'l'i.«fcm:'c'f(\'f‘@-.fr_)r'. ri—1.loc) 10" ¢

o L
100570 5 10 15 20 25 30
Average Travel Speed (miles per second)

U ATS « True Travel Speed as
S 4] ox ,
total time taken to generate |S 4|review
O Users with abnormal travels speeds
are all spammers

Spatio-Temporal Features

U Novel spatio-temporal features explored in
[Lietal., 2015]:

Feature Description

regMainsite ~ Whether the user is registered on main site of Dianping

regTuTr Whether the user is registered between Tue. and Thur

regDist2SH Distance from the city where a user registered to Shanghai

ATS Average Travel Speed

weekendPcnt % of reviews written at weekends

pcPcnt % of reviews posted through PC

avgDist2SH Average distance from the city where the user posts each review
to Shanghai
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Spatio-Temporal Features

O Novel spatio-temporal features explored in

[Lietal., 2015]:

AARD Average absolute rating deviation of users’ reviews
ulPs # of unique IPs used by the user

uCookies # of unique cookies used by the user

uCities # of unique cities where users write reviews

Spatio-Temporal Features

U Results of deception detection
using spatio-temporal features

explored n [Ll et al., ICWSM Method Accuracy | Precision | Recall F1
201 5] Unigram and Bigram 0.68 0.71 0.63 0.67
Behavioral Features 0.74 0.71 0.78 0.73

. Proposed New Features 0.84 0.81 0.86 0.83

D SpatIO-TempOI‘al features alone Combined 0.85 0.83 0.87 0.85

are more effective than
linguistic (n-gram) and
behavioral features.

U Combining all linguistic,
behavioral, and spatio-
temporal features yield the best
detection performance




Outline

O Approach#1: Leveraging Linguistic Signals
O Approach#2: Behavioral Modeling

= P.1: Exploiting Anomalous Rating and Reviewing Behaviors
= P.2: Modeling Group Spam/Collusion

= P.3: Graph Based Methods

= P.4: Distributional Methods

# * Crowdsourced vs. Commercial Opinion Spamming

O Approach#3: Statistical Modeling

Commercial Opinion Spam Filters: Case Study of Yelp

Sort by: Yelp Sort ~ | Date | Rating | Useful | Funny | Cool | Total Votes | | Elites

U Deception Research has mostly
used duplicate reviews [Jindal
and Liu, WSDM 2008] or
AMT generated reviews [Ott et ComeuUmEr Alort o Weworr i, bty o o bt

buying reviews not enly hurts consumers, but also honest

al. , ACL 20 1 1 ] as fakes . businesses who play by the rules. Check out the evidence here.

A 4

U Q: How does this compare to
fake reviews detected by
commercial filters? e.g., Yelp
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Commercial Opinion Spam Filters: Case Study of Yelp

O Deception Research has mostly
used duplicate reviews [Jindal
and Liu, 2008] or AMT
generated reviews [Ott et al., From Yelp’s official blog:
2011] as fakes.

Official Blog
“We know just the place."

“about 25% of the reviews
0 Q: How does this compare to *submitted* to Yelp are not
fake reviews detected by published on a business’s listing
commercial filters?

»

- Vince S., VP Communications &
U Q: How much fake is out Public Affairs
there?

Results of State-of-the-Art Supervised Learning
0 AUC = 0.78 assuming duplicate

reviews as fake [Jindal & Liu, Q: How well do linguistic ngrams
WSDM 2008]. Duplicate perform in detecting fake
reviews as fake is a naive reviews filtered by Yelp?
assumption. [Mukherjee et al., 2013]

U Accuracy = 90% using n-grams
on Amazon Mechanical Turk
(AMT) crowdsourced fake
reviews [Ott et al., ACL 2011].
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Results of State-of-the-Art Supervised Learning

Q0 AUC = 0.78 assuming duplicate
reviews as fake [Jindal & Liu,
WSDM 2008]. Duplicate
reviews as fake is a naive
assumption.

O Accuracy = 90% using n-grams
on Amazon Mechanical Turk
(AMT) crowdsourced fake
reviews [Ott et al., ACL 2011].

Q: How well do linguistic ngrams
perform in detecting fake
reviews filtered by Yelp?
[Mukherjee et al., 2013]

Objective: Compare ngrams and
behavioral features on Yelp data
and postulate what might Yelp
fake review filter be doing?

Applying Linguistic Features on Yelp Data

O Yelp Data Statistics
O Linguistic feature families:

O ngrmas, LIWC
[Ott et al., 2011]

U Deep syntax: lexicalized and
un-lexicalized production rules
involving immediate or
grandparent nodes of sentence
parse trees [Feng et al., 2012]

O POS sequential patterns
[Mukherjee and Liu, 2012]

802 4876 14.1%

|
fake |non-fake| % fake tota # reviewers

# reviews

5678

5124

GENEIEhld 8368 50149 14.3% 58517 35593
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Classification Experiments on Yelp Data
O SVM 5-fold CV | Features | P [ RJF [ A | P | R Fl|A

Word unigrams
results across (WU) 62.9 76.6 68.9 65.6 64.3 76.3 69.7 66.9

different sets of ORI RCA) 617 764 684 644 640 759 69.4 66.2
features.

WU + IG (top 2%) 624 76.7 68.8 64.9 64.1 76.1 69.5 66.5

0 WU - word unigram W°r°('\'AP;:3g)rams 611 799 69.2 644 645 793 71.1 67.8

Q WB — word bigrams WB+LIWC 61.6 69.1 69.1 64.4 64.6 79.4 71.0 67.8

LU 560 69.8 621 57.2  59.5 70.3 64.5 55.6

O Top k% refers to
using top features
according to WEEDESTIE 623 741 67.7 641 65.8 73.8 69.6 67.6

Information Gain
CERESEREE o34 745 685 64.5 66.2 742 69.9 67.7
(IG) Pat.

WERSO N 63.2 734 67.9 64.6 65.1 72.4 68.6 68.1

Hotel Domain Restaurant Domain

Classification Experiments on Yelp Data
0O Across both hotel and IR R I W AR O

. Word unigrams
restaurant domams, (WU) 62.9 76.6 68.9 65.6 64.3 76.3 69.7 66.9

word unigrams only  FiIETC (LAl 617 764 68.4 64.4 64.0 75.9 69.4 66.2
yield about 66%

accuracy on real-life

fake review data W°r°("'z:3g)rams 611 799 692 644 645 793 71.1 67.8

WB+LIWC 61.6 69.1 69.1 64.4 64.6 79.4 71.0 67.8

WU + G (top 2%) 62.4 76.7 68.8 64.9 64.1 76.1 69.5 66.5

POS Unigrams 56.0 69.8 62.1 57.2 59.5 70.3 64.5 55.6

WERSOR el 63.2 734 67.9 64.6 65.1 72.4 68.6 68.1

WB + Deep Syntax [y} 74.1 67.7 64.1 65.8 73.8 69.6 67.6

WB + POS Seq.

Pat 63.4 745 685 64.5 66.2 74.2 69.9 67.7

Hotel Domain Restaurant Domain




Classification Experiments on Yelp Data

Q Applying ngram n [ PIR[FI[ A PIRJFI]A PIR[FI[A
: i 9[89.9|89. . . 4170. 9 9[81.2]72. .
generatedfakerev1ews Bi |88.9(8 89.3(88.8 61.1]182.4(70.2|64 64.9(81.2|72.1|68.5
and Yelp filtered fake (a) Ottetal., (2011) (b) Hotel (¢) Restaurant
reviews Table 4: Comparison with Ott et al. (2011) based on SVM 5-fold

O AMT crafted fake
reviews seem easier to
detect than commercial
fake reviews

U Q: What causes this

large accuracy difference?

CV results. Feature Set: Uni: Word unigrams, Bi: Word bigrams.

| Fake Review Detection |

State-of-the-ar
Features:
Linguistic N-

grams
Acc (SVM) =
90% (Ott et al/,

Yelp.com
Real-Life Fake
Reviews
Linguistic N-
grams
Acc (SYM) =
68%

“11)

Word Distribution Analyses

U Compute word probability distributions in

fake and non-fake reviews using Good-
Turing smoothed unigram language
models

Q F: Language model for fakes

Q N: Language model for non — fakes

Q KL(FIN) = X, Fi) logz (55

Q F(i) and N(i) are the respective
probabilities of word ¢ in fake and non-
fake reviews

As word distributions govern the
hardness of classification,
relative word distributions in the
language models of fakes and
non-fake reviews can explain the
difference in accuracy
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Linguistic Divergence

U Q: How much do fake reviews Dataset  |# Terms| KL(F|N)| KL(N|I) | AKL |JS-Div
differ from non-fake reviews? | Ottetal (2001)[ 6473 | 1.007 | 1.104 [-0.097]0.274
Hotel 24780 2228 | 0392 | 1.836 | 0.118

Restaurant | 80067 | 1.228 | 0.196 | 1.032 | 0.096

O KL(F||N) provides a Hotel 4-5 % | 17921 2.061 | 0.928 | 1.133 [0.125
Restaurant 4-5 x| 68364 | 1.606 | 0.564 | 1.042 | 0.105

quantitative measure
Table 5: KL-Divergence of unigram language models.

. . % | Ott. Ho. | Re. Ott. et Ho. | Re.
O But, L(F||N) being assymetric, | couy Jeral| | R |as wlisa| [ ol |7 R [asa]ask
we also need JS-Div and AKL 120.1[749[70.1] 69.8]70.3 [22.8 [77.673.1] 70.7] 72.8

(a) k=200 (b) k=300

AKL = KL(F||N) — KL(N||F)

Table 6: Percentage (%) of contribution to AKL for top k words
across different dataset. Ho: Hotel and Re: Restaurant.

Observation 1: For the AMT data (Table 5, row 1), we get KL(F||N) =
KL(N||F) and AKL = 0. However, for Yelp data (Table 5, rows 2-5),
there are major differences, KL(F||N) > KL(N||F) and AKL > 1

Linguistic Divergence

U Q: How much do fake reviews Dataset  |# Terms| KL(F|N)| KL(N||F) | AKL |JS-Div
differ from non-fake reviews? | Ottetal (2001)[ 6473 [ 1.007 | 1.104 [-0.097 | 0.274
Hotel 24780 [ 2228 | 0392 | 1.836 | 0.118

Restaurant | 80067 | 1228 | 0.196 | 1.032 | 0.096

Q KL(F||N) provides a Hotel 4-5 x| 17921 2.061 | 0.928 [ 1.133 [ 0.125
Restaurant 4-5 x| 68364 | 1606 | 0564 | 1.042 | 0.105

quantitative measure
Table 5: KL-Divergence of unigram language models.

. . % | Ott. Ho. | Re. Ott. et Ho. | Re.
Q But, L(F||N) being assymetric, | copy lerat| 2[R |45 wlisk| | al | 7| R [a-5a]a-5%
we also need JS-Div and AKL [20.1]749[70.1] 69.8]703 [22.8[77.673.1[ 70.7] 72.8

(a) k=200 (b) k=300

AKL = KL(F||N) — KL(N||F)

Table 6: Percentage (%) of contribution to AKZ for top k words
across different dataset. Ho: Hotel and Re: Restaurant.

Observation 2: The JS-Div. of fake and non-fake word distributions in
the AMT data is much larger (almost double) than Yelp data. This might
be one reason why the AMT data is easier to classify...
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Word Contributions to Linguistic Divergence

U Q: How to measure per 0.05 0.05
word contributions? T '
0.03 * 0.03 1 0.03 4
U Define AKl’%/l/ord = 0.01 _k-% 0.01 ¥ 0.01 _¥=¥
KLyord(Fi|IND) — 0011 =" .00 - R R
KLwora(Ni||Fy); -0.03 'f 003 4 -0.03 1
KLwora(F lllplN D)= 0,05 . -0.05 -0.05
F(i) log (ﬂ) and 0 100 200 0 100 200 0 100 20
2\N(@) (a) Ott et al. (b) Hotel (c) Restaurant
analogously
KLwora(Ni||F;)
Q Plot AKLY,,,q for top
words in descending order
of |AK Liyoyq| for various
datasets.
Word Contributions to Linguistic Divergence
O Define AKLL, , = 0.05 0.05 0.05
KLyora(Fil|N;) — 0039 003 1 003 %
KLy ora(N;||F;), where 0.01 > - 0.01 > 0.01 >
KLWOTd(FiILI(]iYi) = 001 { e 001 L= I Y RN A
F(i) log, (W) and o0 1 003 4 003 4
analogously -0.05 s -0.05 -0.05
KLy ora(N;||F) 0 100 200 0 100 200 0 100 20
(a) Ott et al. (b) Hotel (c) Restaurant
Q Plot AKLY,,,, for top
words in descending order
of IAKL! for various % Ott. Ho. | Re. Ott. et Ho. | Re.
dathetSWOTd| Contr_letat| M| R |45 ali-sa| | al | 7[R |45 w|a-sk
’ AKL 120.1174.9(70.1] 69.8]|70.3 22.8177.6/73.1| 70.7| 72.8
Q Also compute the (a) k=200 (b) k=300
contribution of top k Table 6: Percentage (%) of contribution to AKL for top k words
words to AKL for k=200 across different dataset. Ho: Hotel and Re: Restaurant.

and k£ =300 in Table 6.
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Turker’s Language Model differs from Web Reviews

Observations (1):

AMT data has a
“symmetric” distribution of
two sets of words: 1) E,
appearing in fake with
higher probability than
non-fake (F (i) > N(i),
AKLIE . > 0)and (ii) G,
appearing more in non-fake
than fake (N(i)F (i) >
N(i), AKLEE . > 0>

F (i) resulting in

AKLGE 4 < 0)

Also Upper (y>0) and
lower (y<0) curves are
equally dense. |E|~|G]

0.05

0.03 4

0.01

-0.01 A
-0.03 A

-0.05

0.05 0.05
° 0.03 - 0.03 -
k 0,01 { N 001 -
4‘% e oo o © e ® © 9]
g 001 4 , == -0.01 4 **°
{. ‘f .
o 20.03 - 0.03
s -0.05 -0.05
0 100 200 0 100 200 0 100 20
(a) Ott et al. (b) Hotel (c) Restaurant
% Ott. Ho. | Re. Ott. et Ho. | Re.
Contr_letal| O [ R¢ |45 whisu| [ar | 7[R |asala5x
AKL (20.1174.9]170.1] 69.8(70.3 22.8 (77.6(73.1] 70.7| 72.8
(a) k =200 (b) k=300

Table 6: Percentage (%) of contribution to AKL for top k& words
across different dataset. Ho: Hotel and Re: Restaurant.

Turker’s Language Model differs from Web Reviews

Observations (2):
Additionally, the top k =
200, 300 words (see Table
6(a, b), col. 1) only
contribute about 20% to
AKL for the AMT data.
Thus, there are many more
words in the AMT data
having higher probabilities
in fake than non-fake
reviews (like those in set E)
and also many words
having higher probabilities
in non-fake than fake
reviews (like those in set G)

0.05

0.03
0.01 4
-0.01 A
-0.03 A
-0.05

0.05

0.03

0.01

@anee o0 ©

0.05
0.03

0.01

. 001 4 . -0.01 A,
o‘" 003 1 2003 4
. -0.05 -0.05
0 100 200 0 100 200 0 100 20
(a) Ott et al. (b) Hotel (c) Restaurant
% Ott. Ho. | Re. Ott. et Ho. | Re.
Contr_letat| M| R |45 ali-sa| | al | 7[R |45 w|a-sk
AKL 120.1174.9(70.1] 69.8|70.3 22.8 (77.6/73.1] 70.7| 72.8
(a) k=200 (b) k=300

Table 6: Percentage (%) of contribution to AKL for top k& words
across different dataset. Ho: Hotel and Re: Restaurant.
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Turker Language Model is different from Web Reviews

Together
Observations (1)
and (2) tend to
explain the high
accuracy (90%) on
AMT data

0.05

0.03 4

0.01

-0.01 A
-0.03 A

-0.05

0.05 ¢ 0.05
. 0.03 - 0.03 4
k 0,01 { N 001 -
4‘% o so o o e ® o 9|
g—— 001 4 . == 2001 4
{. ‘f .
o 20.03 - 0.03
s -0.05 -0.05
0 100 200 0 100 200 0 100 20
(a) Ott et al. (b) Hotel (c) Restaurant
% Ott. Ho. | Re. Ott. et Ho. | Re.
Contr_letal| O [ R¢ |45 whisu| [ar | 7[R |asala5x
AKL (20.174.9]170.1] 69.8170.3 22.8177.6(73.1| 70.7] 72.8
(a) k =200 (b) k=300

Table 6: Percentage (%) of contribution to AKL for top k& words

across different dataset. Ho: Hotel and Re: Restaurant.

Are Yelp Spammers Smart?

5

Q KL(F||N) is much "’
larger than o
KL(N||F) and
AKL > 1. Fig. 1 (™"
¢) also show that "
among the top k =
200 words which
contribute a major
percentage (= 70%)
to AKL (see Table 6
(a))

3
0.01

-0.05

0.05 ¢ 0.05
{° 0.03 - 0.03 4
\- 0.01 - > 0.01 >
e e ee e e e s 1
| gm— 001 4 . == -0.01 -
' S
Je -0.03 - 20.03
s -0.05 -0.05
0 100 200 0 100 200 0 100 200
(a) Ott et al. (b) Hotel (c) Restaurant
% Ott. Ho. | Re. Ott. et Ho. | Re.
Contr_letal| "0 [ R |45 ahi-sk| [ar |7 Re |asala-5
AKL 120.1/74.9|170.1] 69.8]70.3 22.8177.6{73.1| 70.7] 72.8
(a) k=200 (b) k=300

Table 6: Percentage (%) of contribution to AKL for top k& words

across different dataset. Ho: Hotel and Re: Restaurant.
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Are Yelp Spammers Smart?

0.05

O Thus, certain top k  0.03

words contribute to 01 | ™\
41%

AKL, and Vl % -0.01 A f‘-.‘-

0.05
0.03
0.01

0.05

P

0.03 ~

1 N 0:01 —;\

_ . 001 1 001 4, °
l o o
k; AKLy a0 03 ./ 20.03 -0.03
-0.05 = -0.05 -0.05
0 100 200 0 100 200 0 100 200
(a) Ott et al. (b) Hotel (c) Restaurant
% Ott. Ho. | Re. Ott. et Ho. | Re.
Contr. Jetal] 70| R |4-5 w-s | | al | TR [4sala-5k
AKL (20.1174.9|170.1] 69.8]70.3 22.8 (77.6(73.11 70.7| 72.8
(a) k=200 (b) k=300

Table 6: Percentage (%) of contribution to AKL for top k& words

across different dataset. Ho: Hotel and Re: Restaurant.

Are Yelp Spammers Smart?

Plausible inference:

Yelp spammers (authors of filtered reviews) made an effort (are
smart enough) to ensure that their fake reviews align with non-
fakes (i.e., have most words that also appear in truthful reviews)

to sound “convincing”.

However, during the process/act of “faking” they happened to

overuse some words consequently resulting in much higher

frequencies of certain words in their fake reviews than other

non-fake reviews.
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Deception Signals in Yelp Fake Reviews

0 Q: What are those words that
spammers tend to overuse?

Q us, price, stay, feel, nice, deal,
comfort, etc. in the hotel domain;
and options, went, seat, helpful,
overall, serve, amount, etc. in the
restaurant domain.

L More use of personal pronouns and
emotions — pretense (?) [Result
later corroborated by Li et al., ACL
2014]

0 Q: How do these differ from
traditional lies in deception?

Word

Word

AKTLword AKLworg
(w) (w)

us 0.0446 places 0.0257
area 0.0257 options 0.0130
price 0.0249 evening | 0.0102
stay 0.0246 went 0.0092
said -0.0228 seat 0.0089
feel 0.0224 helpful 0.0088
when -0.0221 overall 0.0085
nice 0.0204 serve 0.0081
deal 0.0199 itself -0.0079
comfort 0.0188 amount 0.0076

Hotel Domain

Restaurant Domain

Conventional Deception/Lying Signals

0 Newman et al., [2003] reports
lying/deception communication is
characterized by the use of fewer
first-person pronouns, more
negative emotion words, and more
motion/action words

O Fewer personal pronouns refers to
the psycholinguistic process of
“detachment” — liars trying to
“disassociate” themselves [Knapp
et al., 1974].
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Vertical Deceptive Signals in Fake Reviews

“Great for Prostitutes and Drug Dealers!!!”

Q Psychological attachment: Fake
reviews actually like to use more
first-person pronouns such as I,
myself, mine, we, us, etc., to make
their reviews sound more
convincing and to give readers the
impression that their reviews
express their true experiences

O “Attachment” is distinctly different
from the psychological process of
“detachment” which results in the
use of fewer first-person pronouns
like I, myself, mine, etc.

Behavioral Patterns of Yelp Spammers

O Behavioral features: ' : : ! —
= MNR: Max No. of . “7
Reviews/day 001'2 o [
= PR: % of positive - N o -
reviews ) 5 10 15 20 0 20 40 60 80 100 0 300 600 900
= RL: Review length @ MINR ®) PRl (&) BL
= RD: Rating Deviation oo | e
= MCS: Max Content os ] o
Similarity 025} 025
0 T 0 T T T
0 1 2 3 4 0 025 05 075 1

O CDFs show sufficient

Di .. . (d)RD (&) MCS
gaps — Discriminative e 2: CDF (Cumulative Distribution Function) of behavioral features.
Cumulative percentage of spammers (in red/solid) and non-spammers (in

blue/dotted) vs. behavioral feature value.
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U Q: Which feature
families are more

Linguistic vs. Behavioral Features

PP
discriminative? 629 76.6 689 65.6
O Behavioral features Bigrams 61.1 79.9 69.2 64.4
alone have a major gain o
- S | 819 846 832 832
a L1ngu1sjuc features . Unigrams + [
further improves gains BF ' ' ' '

O Linguistic features
obtain > 50% accuracy
— Contain subtle

signals

cElps oty 86.7 825 84.5 84.8

64.3 76.3 69.7 66.9

e mrlmfallefr]mlal
Setting

64.5 79.3 71.1 67.8

82.1 87.9 84.9 82.8

83.4 87.1 85.2 84.1

84.1 87.3 85.7 86.1

Hotel Domain

Restaurant Domain

What are the Most Discriminative Features?

O Ablation experiments Feature Setting | P | R | FI | A
to assess feature

contribution Behavior Feat.(BF)|81.984.6|83.2| 83.2 82.1|87.9/84.9/82.8
Unigrams + BF_|83.280.6]81.9] 83.6 83.4(87.1(85.2 84.1
O Graceful degradation — Bigrams + BF_|86.782.5|84.5| 84.8 84.1(87.3|85.7 86.1

Every feature

P|R |FI| A

Unigrams 62.9/76.6/68.9]| 65.6

64.3]76.3[69.7] 66.9

Bigrams 61.179.9[69.2| 64.4

64.5]79.3[71.1{67.8

(a): Hotel

contributes to some

(b): Restaurant

extent DroppedFeature | P | R | F1| A P|R |FI| A
MNR 84.9(80.6/82.7/83.3| |82.8/86.0/84.4 84 4
. PR 82.9(78.2[80.5[80.1| [81.3[83.4]82.382.5
O Dropping RL, MCS RL 82.7|78.0/80.3/79.7] [81.882.9/82.3/ 818
reduces accuracy by 4- RD 85.2|81.6|83.4|84.0] [83.4/86.7/85.0| 85.7
. MCS 83.9[80.1/81.9[82.9] [82.8/85.0/83.984.3
6% — Potentially more =
. .. . (a): Hotel (b): Restaurant
discriminative
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Main Results on Yelp Data

U Amazon Mechanical Turk (AMT) crowdsourced
fake reviews may not be representative of real-life
fake reviews in commercial setting such as Yelp
(acc. 90% vs. 68%).

U Yelp's fake review filter might be using a
behavioral based approach.

O Abnormal behaviors strongly correlated (p<0.01)
with Yelp’s fake reviews =>Yelp filtering seems
reliable

Outline

O Approach#2: Behavioral Modeling

O Approach#3: Statistical Modeling
= P.1: Latent Variable Models
= P.2: Positive Unlabeled (PU) Learning
= P.3: Collective PU Learning
= P.4: Typed Markov Random Fields
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Hypothesis: Spammers/Non-

spammers differ in behavioral

densities

[Mukherjee et al., WWW 2011,

Distributional Divergence

WWW 2012, ICWSM 2013]
Q: How much do they
differ?

If quantified - Discover latent
populations distributions from
observed behavioral footprints

1 1 = 1 -
P P
0.75 0.75 o 0.75 PL
0.5 0.5 4 i 0.5 ;.
0.25 0.25 0.25
0 v v 0 —— 0 == — T T
0 5 10 15 20 0 20 40 60 80 100 0 300 600 900
(b) PR (c)RL
1 —
0.75 -
0.5
0.25
0 ———
34 0 025 05 075 1
(d)RD (&) MCS

Figure 2: CDF (Cumulative Distribution Function) of behavioral features.
Cumulative percentage of spammers (in red/solid) and non-spammers (in
blue/dotted) vs. behavioral feature value.

Distributional Divergence

Model spamicity as latent with

other observed behavioral

footprints [Mukherjee et al., KDD

2013]

Modeling behaviors as Beta
distributions:

(1) Extreme Rating (EXT)

. 9§§;~ Beta (aq, 1)

" 0N~ Beta (a3, 5)

(2) Reviewing Burstiness (BST)

" ¢§ST~ Beta (o, B,)
» Yy~ Beta (o}, 3)

7 12 = "3

6 10 25

5 —

- g 2

4

4 5

; 6 1

5 4 1

1 2 L 0.5
0 f—e— 3 0 0 <DV 0

0 025 05 075 1 0 025 05 075 1

6EXT = 0.86, 8EXT = 0.36 PBST = 0.75. BT = 0.10
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Distributional Divergence

*  Model spamicity as latent with
other observed behavioral
footprints [Mukherjee et al., KDD
2013]

* Modeling behaviors as Beta

Deception Detection =
Generative Model Based
Clustering

distributions:
(1) Extreme Rating (EXT) 3 : 23 B
BEXT 24 10 £ 25
* 05" ~ Beta (ay, 1) N s s & 2
. 9%XT~ Beta (Oz’l, ﬁ'l) 1-—; : ....... j 6 -= L5
(2) Reviewing Burstiness (BST) os 2 i _ /L1
BST R Y 24 r
" wss ~ Beta (az, 8;) 0 ; s é I D Es
" ﬁST,v Beta (a’z,ﬁ’z) 0 025 05 075 1 0 025 05 075 1

BEFT = 0.86. 67 = 0.36

YET = 0.75. YFT = 0.10

Author Spamicity Model

U Latent Variables:

»  Author spamicity s,~ Beta (a)
= C(lass label (spam/non-spam) of a
review,r, 1, € {s,n}

] Latent Behavioral Distributions

U Review behavioral models:
i.  Rating Abuse, 684 ~ Beta (y*4)
ii. Duplicate Review Posting, 8°YP ~ Beta (yPUP)
iii. Extreme Review Rating, 65T ~ Beta (yEXT)
iv. Rating Deviation, 6PEV ~ Beta (yPEV)
v. Early Time Frame, 857F ~ Beta (yETF)

Q Author behavioral models:
i, Content Similarity, 8¢5 ~ Beta (%)
ii. Max No. of Reviews, 9MNR ~ Beta (pMNR)
iii. Reviewing Burstiness, 85T ~ Beta (B5T)
iv. Ratio of first reviews, 6RFR ~ Beta (pRFR)

Opinion spammers differ from
others on behavioral
dimensions resulting in a
separation margin between
distributions of two naturally
occurring clusters: spammers
and non-spammers
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Author Spamicity Model

O Latent Variables:

= Author spamicity s,~ Beta (a)

= (lass label (spam/non-spam) of a
review,r, 1, € {s,n}

1 Latent Behavioral Distributions

U Review behavioral models:
i. Rating Abuse, 884 ~ Beta (y*4)
ii. Duplicate Review Posting, °YP ~ Beta (yPUP)
iii. Extreme Review Rating, 65%T ~ Beta (yEXT)
iv. Rating Deviation, 6PEV ~ Beta (yPEV)
v. Early Time Frame, 6E7F ~ Beta (yETF)

Q Author behavioral models:
i.  Content Similarity, 8¢5 ~ Beta (%)
ii. Max No. of Reviews, MVE ~ Beta (pMNR)
iii. Reviewing Burstiness, 85T ~ Beta (yZ5T)
iv. Ratio of first reviews, 8RFR ~ Beta (yRFR)

Observed features: RA, DUP,
EXT, ...BST, RFR computed from
Amazon.com review dataset of
50,704 reviewers, 985,765
reviews,

and 112,055 products.

Generative Process

1. For each class/cluster, k € {§,71}:

Draw HJE{DUP""’RA}~Beta( D)
2. For each (author), a € {1 ... A}:
1. Draw spamicity, s,~Beta(a®);
1. For each review, 7, € {1 ... R}
a. Draw its class, 7, ~Bern(s,)

b. Emit review features f € {DUP, ..

x,fa ~ Bern (QJ{M) ;

c. Emit author features f € {CS,.., RFR}:

Vb~

., RA}:
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Inference
U Approximate posterior inference with

Monte Carlo Gibbs sampling

U Rao-Blackwellization to reduce sampling

variance by collapsing on LVs s and 67
p(m = klm_; ...) «
Naj_tag

W X HfE{DUP‘EXT,DEV.ETF,RA} (Q’(ﬁ k, x({r)) x

I1 [FE{CS,MNR,BST RFR} (.U (er:r | ‘f’;,-))

_ |
(n kP+?’f) . f :
ﬂ,ﬁ vl T f Xar = 1 RA DUPY [ gE. Di ETi
a(flxf,) = (( : f))ﬂ‘ @@ @@k
(n:?fn iﬁyk)ﬂ i xer =0 |_L| [
( y ) ( ) .l f )M - yRA | VDUP'I },Exrl I },DEvl | yET‘FI
P\ Var W Ya,r _ —Var z
Inference

Algorithm 1 Inference using MCMC Gibbs Sampling
1. Initialization:

Randomly assign review clusters, 7, = {z'j i gg 1z~ U(0,1)
2. Tteraten = 1to Nyt // Ny = 3000
For author, a = 1to A4:
Forreview 1, = 1to R,:
1. Flush cluster assignment, m,, ;
. Sample 7, ~ p(m = k| ...) using (10):
iii. Update n.}’:,T]DUP. néﬁn._ ng[]DEV. n,‘:[]ETF. n{;[f‘q for k € {8,
f}
End for
End for
Ifn > NBurn_In: // NBurnIn = 250
For author, a = 1to A:

Forreview 1, = 1to R,:
Update w,‘f“. r=MnR t,{)f BT ,‘:=RFR: ke {37} using (11)
End for
End for
End if

67



Author Spamicity Priors I—?—I
O Algorithm 1 performs inference (:')

using uninformed priors (i.e.,

hyperparameters a and y are set to

(1,1)).

QU Priors for author spamicity and latent

review behaviors (a and y) affect

spam/non-spam cluster assignments

U Hence, posterior estimates of author

spamicity can be improved if

hyperparameters a and y are

estimated from the data.

Hyperparameter EM

. Algorithm 2 Single-sample Monte Carlo EM
O Estimate hyperparameters @ and ¥ | tniiatigations

Start with uninformed priors: a® « (1,1): y/ « (1,1)

that maximize the model’s 2. Repeat:
. . 1. Run Gibbs sampling to steady state (Algorithm 1) using current
complete log-likelihood, L. values of a®, /.
ii. Optimize a® using (12) and ¥/ using (14)
D Optimizer: L-BFGS Until convergence of a?, y/

logT(af + aj) +log [‘(ag + -n.a_lg) + log F(rrg + na‘ﬁ) (12)
—logT(af) —logT(af) —logl(ng + af + af)
W(ad +af) + V(ag + ngx) — Plaf) — ¥Png + af + af) (13)

(log F(V§f + ],r{) + log F(V§f + -n,{’P) + log F(}/?n{ + ?liJA)) (14)
—log F(ys.f) — ngF(y,_,{) —log F(?lk + ]/_ef + ]/,{)

ay = argmax,e (
oL

a
day,

r_—
= argmax
Ye g 1’1{

;}ff =Wyl +v])+ (] + L) - w(r) - (e + v +v)) (15)
=¥l +r) + 9] +0l) w0 - wiu+v +v]) a6

where, W(-) denotes the digamma function.
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Evaluating ASM via Review Classification

O If ASM is effective — it should
rank highly likely spammers at the
top and highly likely non-

spammers at the bottom.

O So, supervised classification of
reviews of likely spammers and

likely non-spammers can the

This evaluation is based on the
hypothesis that spam opinions
can be separated from truthful
ones using ngrams [Ott et al.,
2011].

Review classification of
top/bottom authors being good
— ASM spamicity ranking of
reviewers is effective because

spamicity ranking.

text classification concurs with
the abnormal behavior spam
detection of ASM

Evaluating ASM via Review Classification

Table 2 (a)
D ASM k ASM-UP ASM-IP ASM-HE SVMRank
(%) P | R |FI|A|P R|FI|A|P|R|FI|A|P| R|FI A
Outperforms 5 177.7|74.0|75.8|75.5|77.9|74.8|76.3|75.7|79.6|75.1|77.3|77.4|72.1|74.7) 73.4 | 73.1
10(68.5|62.9(65.6(63.5(72.1/69.5|70.8|72.8(76.8|70.3|73.4|73.4|67.9|70.3| 69.1 | 70.4
various 15162.9159.9(61.4|60.2|66.8/64.5|65.6/66.1|68.9(67.4|68.1/66.7|57.2|60.9 58.9 | 59.2
. Table 2 (b)
baselmes: k RankBoost FSum HS
(%) P R Fl A P R Fl A P R F1 A
= Feature Sum S|746 | 751 | 748 | 746 | 76.1 | 73.6 | 748 | 752 | 578 | 61.7 | 59.7 | 59.8
10| 681 | 716 | 698 | 71.2 | 673 | 602 | 636 | 614 | 589 | 608 | 598 | 60.6
u Helpfulness 15| 583 | 57.8 | 580 | 598 | 60.2 | 553 | 576 | 572 | 61.7 | 5380 | 598 | 382

= SVMRank
= RankBoost

Table 2 (a, b): 5-fold SVM CV for review classification using top & (%) authors’ reviews
as the spam (+) class and bottom & % authors’ reviews as the non-spam (-) class. P:
Precision, R:Recall, F1:F1-Score, A:Accuray.

69



Evaluating ASM via Expert Evalaution

ASM-UP | ASM-IP | ASM-HE | SVMRank | RankBoost FSum HS

B,|B,|B;|B;|B:;|B;|Bi|B>-|B;|B; | B, |B;|B; | B> | Bs |Bi|B>|B;|B; | B: | Bs
Jo (3115313611 1 |43 5|10 36|19] 1 |37[13 | 1 |34]13|/0]| 6 |14|17
J, (28|14 3 |31 6|1 |36/6 |0 |32|16| 4 |34 8 | 2 [32(11]0 |5 (12|14
J; (29011312133 803930 33|11 2 |34|11] 0 |31{8|0/|8|9]10
Avg. 29.314.02.6733.38.330.6739.34.67 0 |33.7]15.3]2.33|35.0{10.7] 1 [32.310.7 0 6.3311.713.7
KEleiss 0.73 0.68 0.74 0.71 0.72 0.76 0.73

Table 3: Number of spammers detected in each bucket (B;, B,, B;) by each judge (J;, J,

J;) across each method. Last row reports the agreement of judges using Fleiss’ multi-
rater kappa (Kriiss) for each method.

Profile evaluation of likely spammers via domain experts across three

buckets. ASM variants ranks maximums # of spammers in B1 and almost 0
spammers in B3

Posterior Analysis
O Content Similarity () 25 i - 35
Spammers have more . _.Z ; .
content similarity. 15 .Ea_ i 2'
; B - 15
O The expected value of L3 _.,_, —— ; .
content similarity (using 0 4 Lrraead
cosine similarity) for non- 0025 05 075 1
spammers is 0.09, much a) dJ_SCS = 0.70, W = 0.09

Figure 2: Density function (PDF) of estimated latent behvaior variables, i/ ~Beta,
lower than 0.7 for spammers o/-geta

corresponding to each author and review behavior feature,
f €{CS,MNR, BST, RFR} U{DUP,EXT,DEV,ETF,RA}. Estimated posterior densities for
spam (in red/solid) and non-spam (in blue/dotted) are plotted with their respective scales
(left:blue/dotted for non-spam and right: solid/red for spam). Also shown are the expected
values for each latent behavior for spam (red/dashed) and non-spam (blue/dash-dot) in
respective scales. Expected values are also reported in plot captions.
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Posterior Analysis

U Max # Reviews (l/)MNR)I
Spammers write more

reviews/day.

O In expectation (using the
MNR normalization
constant of 21), spammers
wrote close to 0.28 x 21 =5
reviews/day while non-
spammers wrote 0.11 x 21 =

2 reviews/day
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Figure 2: Density function (PDF) of estimated latent behvaior variables, 1y ~Beta,
6f~Beta corresponding to each author and review Dbehavior feature,
f € {CS,MNR, BST, RFR} U{DUP,EXT,DEV,ETF, RA}. Estimated posterior densities for
spam (in red/solid) and non-spam (in blue/dotted) are plotted with their respective scales
(left:blue/dotted for non-spam and right: solid/red for spam). Also shown are the expected
values for each latent behavior for spam (red/dashed) and non-spam (blue/dash-dot) in
respective scales. Expected values are also reported in plot captions.

Posterior Analysis
O Burstiness (7°7): 123 3
Most non-spammers post 10 ?:: .
reviews spanned over more : : Tj
than 28 days (Burstiness 4 i3 .
threshold). 2 i L 05
b .

O Expected account activity
period for spammers is 0.75,
i.e., 28 X (1-0.75) = 7 days
after which account is not

used

0 025 05 075 1

0) YBT = 0.75, BT = 0.10

Figure 2: Density function (PDF) of estimated latent behvaior variables, i/ ~Beta,
6/~Beta corresponding to each author and vreview behavior feature,
f €{CS,MNR, BST, RFR} U{DUP,EXT,DEV,ETF,RA}. Estimated posterior densities for
spam (in red/solid) and non-spam (in blue/dotted) are plotted with their respective scales
(left:blue/dotted for non-spam and right: solid/red for spam). Also shown are the expected
values for each latent behavior for spam (red/dashed) and non-spam (blue/dash-dot) in
respective scales. Expected values are also reported in plot captions.
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Posterior Analysis

O Ratio of First Reviews
@)
separation between
spammers and non-
spammers is not so distinct

in posting first reviews

L Means are close, although
value for spammer

population is higher

3 - - 2
25 4
s 1.5
24
15 -: 1
1 £
: 0.5
0.5 £
0 0

d) PEFR = 0.36, PEFF = 0.29

Figure 2: Density function (PDF) of estimated latent behvaior variables, 1y ~Beta,
6f~Beta corresponding to each author and review Dbehavior feature,
f € {CS,MNR, BST, RFR} U{DUP,EXT,DEV,ETF, RA}. Estimated posterior densities for
spam (in red/solid) and non-spam (in blue/dotted) are plotted with their respective scales
(left:blue/dotted for non-spam and right: solid/red for spam). Also shown are the expected
values for each latent behavior for spam (red/dashed) and non-spam (blue/dash-dot) in
respective scales. Expected values are also reported in plot captions.

O Duplicate Reviews (°UP):
Spam reviews attain higher
values (with density peak at
extreme right) while non-

spam reviews attain very

Posterior Analysis
3 % 3
25 4 25
1.5 1.5
1 :- 1
0.5 - 0.5

low values (with peak

density at extreme left)

O Duplicate reviews are sheer

signs of spamming
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Figure 2: Density function (PDF) of estimated latent behvaior variables, i/ ~Beta,
6/~Beta corresponding to each author and vreview behavior feature,
f €{CS,MNR, BST, RFR} U{DUP,EXT,DEV,ETF,RA}. Estimated posterior densities for
spam (in red/solid) and non-spam (in blue/dotted) are plotted with their respective scales
(left:blue/dotted for non-spam and right: solid/red for spam). Also shown are the expected
values for each latent behavior for spam (red/dashed) and non-spam (blue/dash-dot) in
respective scales. Expected values are also reported in plot captions.
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Posterior Analysis

O Extreme Rating (®*7):
Spammers tend to give

extreme ratings (1/5 stars)

O Non-spammers are rather
evenly distributed as
genuine reviewers usually

have different rating levels

25
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f) 65T = 0.86, BT = 0.36

Figure 2: Density function (PDF) of estimated latent behvaior variables, 1y ~Beta,
6f~Beta corresponding to each author and review Dbehavior feature,
f € {CS,MNR, BST, RFR} U{DUP,EXT,DEV,ETF, RA}. Estimated posterior densities for
spam (in red/solid) and non-spam (in blue/dotted) are plotted with their respective scales
(left:blue/dotted for non-spam and right: solid/red for spam). Also shown are the expected
values for each latent behavior for spam (red/dashed) and non-spam (blue/dash-dot) in
respective scales. Expected values are also reported in plot captions.

Posterior Analysis

O Rating Abuse (1/;RA):
Large percentage of spam
reviews (70% in
expectation) have been
instances of imparting rating
abuse (i.e., among the
multiple reviews/ratings for

the same product

10

[#s]
epyfsannsl
L]
)

6 % - 15
445 L
2 4 - 0.5
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i) 684 = 0.70, %4 = 0.13

Figure 2: Density function (PDF) of estimated latent behvaior variables, i/ ~Beta,
6/~Beta corresponding to each author and vreview behavior feature,
f €{CS,MNR, BST, RFR} U{DUP,EXT,DEV,ETF,RA}. Estimated posterior densities for
spam (in red/solid) and non-spam (in blue/dotted) are plotted with their respective scales
(left:blue/dotted for non-spam and right: solid/red for spam). Also shown are the expected
values for each latent behavior for spam (red/dashed) and non-spam (blue/dash-dot) in
respective scales. Expected values are also reported in plot captions.
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Generative Model Based Clustering on Reviews

' )

O Unsupervised models for review

spam detection [Mukherjee and .
Venkataraman, Tech. Rep. 2014].

U Model author and review K
spamicity from observed review
) A
behaviors. \ )
' ™
PEXT gPEVY( pETF
K
\ y
Generative Model Based Clustering on Reviews
Algorithm [Feat.| E | P |Prec.|Rec.| Fl E P |Prec.|Rec.| F1 E P |Prec.|Rec.| F1
o L [0.99]0.54]52.6/81.2[63.8 0.99]0.54|46.3(83.1]59.5 0.99]0.5248.0(54.150.8
(I‘gfj)ns B| | - | - | - |- 0.99]0.5247.6/85.0|61.0 0.99]0.5248.1]54.2[50.9
LR = | = | = | = | — 0.99]0.5248.1/85.4|61.5 0.99]0.5148.9(55.552.0
Sinole.L ik 0:99(0.53 |48.3/79.3|60.0 0.99]0.5446.1/87.2]60.3 0.99]0.54]45.5(53.5 492
‘mgHeé W T -1 -1-1- 0.9910.54|46.3/88.0|60.6 0.9910.55|45.9]54.0 [49.6
LB == | = | = | = | = 0.99]0.5446.588.460.9 0.99]0.55 |46.0/55.3 | 50.2
_ L [0.99]0.51(49.6/83.1|62.1 0.99]0.5248.1/85.4|61.5 0.99]0.5247.5/54.650.8
Lolflf;f B| - |- -] -1]-= 0.99]0.5248.4/85.6|61.8 0.99]0.52 482|549 513
LAl = | ~ | = | = | — 0.99]0.5249.1/85.9]62.5 0.99]0.5248.6/55.2[51.7
LSM-UP |L+B|0.85/0.70 | 66.0|86.1 | 74.6 0.91]0.63]57.2[87.7]69.2 0.98]0.56 |55.0(62.6 | 58.4
LSM-HE |L+B|0.83]0.72]66.1(89.0|75.9 0.83]0.70 |63.7/89.2 [ 74.3 0.97]0.6059.2]64.1 | 61.6

(a) AMT Dataset (Ott et al., 2011) (b) Amazon (Mukherjee et al., 2012)  (¢) Yelp Restaurant Dataset
Table 2: Clustering performance comparison on various metrics: entropy (E), purity (P), and precision (Prec.), recall
(Rec.), F1 on the fake (positive) class reported in % for the majority cluster. Metrics are reported for different clustering
algorithms against different features (Feat.): (L)inguistics, (B)ehaviors. AMT data in Ott et al., (2011) does not have
behavior information so values for B and L+B feature sets are nil. Improvements of LSM are significant (p<0.01,
except entropy on the Yelp data which gives p<0.05) according to r-test over 50 runs.
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Posterior on Fake/Non-Fake Language Models
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Outline

O Approach#2: Behavioral Modeling

O Approach#3: Statistical Modeling
= P.1: Latent Variable Models
- = P.2: Positive Unlabeled (PU) Learning
= P.3: Collective PU Learning
= P.4: Typed Markov Random Fields

PU Learning

L Positive examples: One has a set of examples of a class P, and

L Unlabeled set: also has a set U of unlabeled (or mixed) examples
with instances from P and also not from P (negative examples).

L Build a classifier: Build a classifier to classify the examples in U
and/or future (test) data.

L Key feature of the problem: no labeled negative training data.

U This problem setting is often called as, PU-learning [Lee and Liu,
ICML 2003]
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PU Learning

O Bootstrap Reliable Negatives from the

unlabeled set, U (e.g., using spy
induction by adding spies SP
(positives into U) [Lee and Liu,

Step 1 Step 2

[ Ppositive  pzzg negative

2003 ] ) Reliable %
Negative %
O Learn a new classifier using P\SP, U< (RN) {{f..
and U U SP —_— —_—
. . ]’positive
O Find most confident negative samples SU ] m{ﬁ
using a threshold
P
O This works because spies behave as {|m W {Wmm
their true label (i.e., positive class)
PU Learning
O Continue to refine U Step 1 Step 2
using multiple iterations [ [ Reliable ki 8 8
% Heg?[l\‘e S % %
% (RN) B % %
U< % ra %
% N g D
X 8
\ é Q=U-RN % — % ;
% % %
2 7 7 7
p{ ? P ry P ?
/ Z / Z

positive F7] negative

 Contains content originally appearing in [Liu, Web Data Mining 2008

77



Deception Detection via PU Learning

Q Large-scale gold-standard
data for deceptive opinion
spam is often limited,
costly, time-consuming

0 Q: How to leverage
unlabeled data (reviews)
to improve deception
detection?

O PU Learning to the rescue

Using small scale positive (spam)
labeled data, treat all unlabeled
data containing both hidden
positive (spam) and negative
(non-spam) samples — Apply a
PU Learning technique

PU Learning — Type I [Unlabeled as Negative]

O Treating Entire Unlabeled
Data as Negative [Fusilier
etal., ACL 2013]

O Experimented with on-
class SVMs, and standard
PU-Learning with NB and
SVM as intermediate
classifiers

O PU Learning
outperformed one-class
SVMs

One-class SVMs tend to perform
better when there is very limited
labeled data (~ 50 +ve samples)
whereas PU-LEA works better
when there are more +ve
training smaples
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PU Learning — Type II [Spy Induction]

0 Q: How to obtain
reliable negative samples
from the unlabeled
data?

O Add select positive
examples as “spies” in the
unlabeled set [Li et al.,
MICAI 2015]

L Learn a new classifier
using P, RN and U

Spy Induction: “As spy examples
are from P and are put into U as
negatives in building the
intermediate classifier, they
(newly inserted spies) should
behave similarly to the hidden
positives in U. Hence, we can use
them to find the reliable
negative set

RN from U

Extracting RN fr

1:

O Bootstrap RN

O Add spies

L Learn a new classifier
using P\SP,and U U SP

L Find most confident

negative samples using a
threshold

O This works because spies
behave as their true lable
(i.e., positive class)

2:

3:

om U via Spy Induction

RN « @,

/I Reliable negative set

SP + Sample(P,s%);

Il Spy set

Assign each example in P\ SP the class label
+1;

: Assign each example in U U S P the class label

_1,
C «+ NB(P\SP,UUSP);
/I Produce a NB classifier
Classify each v € U U SP using C;
Decide a probability threshold ¢ using S P and [;
for each v € U do

if its probability ’r(+|u) < t then

RN «+ RN Uu
end if

: end for
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EM via NB/SVM

O Bootstrap initial classifier using P

Q

and RN

Iterate (until parameters stabilize):
= E-step: obtain class likelihoods

of unlabeled data

=  M-step: Maximize the
likelihood of predicting the
labels of the classifier in P,
RN, and U

Predict labels using the stable
model parameters (estimated
posterior, for NB)

1

2:

3:

- Each document in P is assigned the class label

+1;

Each document in RN is assigned the class
label —1;

Learn an initial NB classifier f from P and RN ;

4: do

/I E-Step
for each document d; in U \ RN do
Using the current classifier f to compute

Pr(c;|d;);

end for

/I M-Step

Learn a new NB classifier f from P, RN
and U\ RN using Pr(c;) and Pr(w¢|c;);

9: while the classifier parameters stablize

11:
12:
13:
14:
15:
16:
17:

: The last iteration of EM gives the final classifier

I
for each document d; in 7 do
if its probability Pr(+|d;) > 0.5 then
Output d; as a positive document;
else
Output d; as a negative document;
end if
end for

Detection Performance on Chinese Fake Reviews

Data courtesy of

Table 1. 5-fold CV results

SVM

PU-LEA Spy+EM Spy+SVM

Dianping

P R F

P R F

P R F

P R F

(Chinese Yelp)

Unigrams
Bigrams

0.54 051 052
0.54 052 0.52

0.54 053 0.54
0.55 0.54 0.55

0.44 0.86 0.58
0.44 0.89 0.59

0.49 0.77 0.60
0.53 0.72 0.61

3476 take
positive reviews,
3476 unknown
(negative
reviews)

Feature set:
unigrams and
bigrams
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Detection Performance on Chinese Fake Reviews

O Data courtesy of

Dianping

(Chinese Yelp)

0 3476 fake
positive reviews,
3476 unknown

(negative
reviews)

U Feature set:
unigrams and

bigrams

Table 1. 5-fold CV results

SVM

PU-LEA

Spy+EM

Spy+SVM

P R F

P R F

P R F

P R F

Unigrams
Bigrams

0.54 051 052
054 052 0.52

0.54 053 054
0.55 0.54 0.55

0.44 086 058
0.44 0.89 059

0.49 077 0.60
0.53 072 0.61

Compared with the F score of

0.72 using bi-grams on Yelp

restaurant reviews in
[Mukherjee et al., ICWSM 2013],
the detection performance is

lower.

Q: What is the reason?

Detection Performance on Chinese Fake Reviews

O Data courtesy of

Dianping

(Chinese Yelp)

O 3476 fake
positive reviews,
3476 unknown

(negative
reviews)

O Feature set:
unigrams and

bigrams

Table 1. 5-fold CV results

SVM

PU-LEA

Spy+EM

Spy+SVM

P R F

P R F

P R F

P R F

Unigrams
Bigrams

0.54 051 052
0.54 052 0.52

0.54 053 0.54
0.55 0.54 0.55

0.44 0.86 0.58
0.44 0.89 0.59

0.49 0.77 0.60
0.53 0.72 0.61

(1) Dianping reviews are much shorter than
Yelp reviews and thus have less information
for learners.

(2) Chinese words are not naturally
separated by white spaces. Errors produced
by word segmentation would lead to poorer
linguistic features.
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Detection Performance using PU-Learning

d PU-LEA Table 1. 5-fold GV resuts

[Fusilier et al SV PU-LEA Spy+EM Spy+SVM
.9 P R F P R E P R E P R F

ACL 2013] Unigrams | 0.54 0.51 052 | 0.54 0.53 054 | 044 086 058|049 077 0.60
(USiIlg all U as Bigrams 054 052 052|055 054 055|044 089 059 | 053 072 061
negative set) Key Observations:

Q Spy induction — (1) Spy induction outperforms PU-LEA at 98%
[Li et al., MICAI confidence (p<0.02).
2014]

O Feature set:
Unigrams and
bigrams

Detection Performance using PU-Learning

d PU-LEA Table 1. 5-fold CV results
[Fusilier et al SVM PU-LEA Spy+EM Spy+SVM
.o P R F P R F P R F P R F
ACL 2013] Unigrams | 0.54 051 052 [ 0.54 053 054|044 086 058|049 077 0.60
(USlng all U as Bigrams 054 052 052|055 054 055|044 089 059|053 072 0.61
negative set) Key Observations:
Q Spy induction — (1) Spy induction outperforms PU-LEA at 98%
[Li et al., MICAI confidence (p<0.02).
2014]
(2)Spy-EM (with NB as intermediate classifier)
O Feature set: outperforms in Recall.
Unigrams and
bigrams
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Detection Performance using PU-Learning

Table 1. 5-fold CV results

O PU-LEA
[Fusilier et al.,
ACL 2013]
(Using all U as
negative set)

Q Spy induction —
[Li et al., MICAI
2014]

O Feature set:
Unigrams and
bigrams

SVM

PU-LEA

Spy+EM

Spy+SVM

P R F

P R F

P R F

P R F

Unigrams
Bigrams

0.54 051 052
054 052 0.52

0.54 053 054
0.55 0.54 0.55

0.44 086 058
0.44 0.89 059

0.49 077 0.60
0.53 072 0.61

Key Observations:

(1) Spy induction outperforms PU-LEA at 98%
confidence (p<0.02).

(2)Spy-EM (with NB as intermediate classifier)
outperforms in Recall.

(3) Spy-SVM (with SVM as intermediate

classifier) outperforms in F1

Behavioral Analysis of False Positives

Table 1. 5-fold CV results

O PU-Learning
yields
significantly
higher recall
than SVM, but
lower precision.

O Q: Islow
precision is
caused by
hidden fake
reviews in the
unlabeled set?

SVM

PU-LEA

Spy+EM

Spy+SVM

P R F

P R F

P R F

P R F

Unigrams
Bigrams

0.54 051 052
0.54 052 0.52

0.54 053 0.54
0.55 0.54 0.55

0.44 0.86 0.58
0.44 0.89 0.59

0.49 0.77 0.60
0.53 0.72 0.61

83



Behavioral Analysis of False Positives

Table 1. 5-fold CV results

O PU-Learning
yields
significantly
higher recall
than SVM, but

lower precision.

O Q: Islow
precision is
caused by
hidden fake
reviews in the
unlabeled set?

SVM PU-LEA Spy+EM Spy+SVM
P R F P R F P R F P R F
Unigrams | 0.54 051 0.52 | 054 053 054|044 086 058 | 049 077 0.60
Bigrams | 054 052 052|055 054 055|044 089 059 | 053 072 0.61

Does transferring some False
Positives (FP) to True Positive (TP)
(because those reviews are indeed
deceptive as attested by other

behavioral signals) increase the

precision?

How to decide which FP reviews to
transfer?

Behavioral Analysis of False Positives

L Two behavioral
heurists of
spamming:

Max content
similarity
(MCS).

Average #
reviews/day
(ANR)

Table 3. Label adjustments by moving false positive (FP) to true positive (TP).
MCS = 0.8 is used for all experiments

SVM PU-LEA LPU (Spy+EM) LPU (Spy+SVM)
ANR | #FP1  #FP2 #MV | #FP1  #FP2 #MV | #FP1  #FP2 #MV | #FP1  #FP2 #MV
=12 49 0 49 4 0 41 170 228 295 86 114 149
=3 49 0 49 4 0 41 170 110 227 86 56 115
=4 49 0 49 4 0 41 170 62 201 86 31 101
=5 49 0 49 41 0 41 170 43 192 86 22 97
e 49 0 49 4 0 41 170 34 185 86 17 94

Set MCS > 0.8 and vary the threshold for ANR

#FP1: reviews meeting MCS criteria

#FP2: Reviews meeting ANR criteria

#MV: Reviews satifisfying either one of the
criteria
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Performance Gains upon Transferring FP - TP

Q Significant gains
in precision and
F1 of Spy+EM
and Spy+SVM

O Improvements of
SVM and PU-
LEA are smaller
than Spy models

Table 4. Results using bigrams after moving false positive (FP) to true positive (TP).

MCS

0.8 is used for all experiments

SVM

PU-LEA

Spy+EM

Spy+SVM

P

R

F

P R

F

P R

F

P R F

0.83

0.52

0.57

0.62 0.54

0.58

059 0.89

0.71

0.68 072 0.70

0.63

0.52

0.57

0.62 0.54

0.58

055 0.89

0.68

064 072 068

0.63

0.52

0.57

0.62 0.54

0.58

053 0.89

0.66

063 072 067

0.63

0.52

0.57

0.62 0.54

0.58

0.52 0.89

0.66

0.62 072 0.67

0.63

0.52

0.57

0.62 0.54

0.58

052 0.89

0.65

062 072 0.67

Inference - Spy induction can discover
hidden positives (fakes) in unlabeled
data.

Performance Gains upon Transferring FP — TP

O Significant gains
in precision and
F1 of Spy+EM
and Spy+SVM

O Improvements of
SVM and PU-
LEA are smaller
than Spy models

Table 4. Results using bigrams after moving false positive (FP) to true positive (TP).
MCS = 0.8 is used for all experiments

SVM

PU-LEA

Spy+EM

Spy+SVM

R

P R

F

P R

F

P R F

0.63

0.52

0.57

0.62 0.54

0.58

059 0.89

0.71

068 072 0.70

0.63

0.52

0.57

0.62 0.54

0.58

0.55 0.89

0.68

0.64 072 0.68

0.63

0.52

0.57

0.62 0.54

0.58

053 0.89

0.66

063 072 067

0.63

0.52

0.57

0.62 0.54

0.58

052 0.89

0.66

0.62 072 0.67

0.63

0.52

0.57

0.62 0.54

0.58

052 0.89

0.65

0.62 072 0.67

Dianping’s Fraud Detection Team agreed
that those moved FP to TP are indeed

true positive (spam) that their classifier
could not catch!
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Beyond PU Learning
O Drawbacks of PU

Learning:
Fake reviews might share IP addresses
Q Flat — Static Data (as (latent sockpuppet) in the embedded
opposed to Linked/Graph ~ network structure.
based Data)
O Premature Convergence — How to leverage PU learning with

converges too early before ~ network information?
enough hidden positives are

discovered if the positives

are not very close to the

hidden positives in the

unlabeled data

Outline

O Approach#2: Behavioral Modeling

O Approach#3: Statistical Modeling
= P.1: Latent Variable Models
= P.2: Positive Unlabeled (PU) Learning
- = P.3: Collective PU Learning
= P.4: Typed Markov Random Fields
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Collective Positive Unlabeled Learning

Supervised Learning and PU Learning

PU Learning classifier

PU Learning and Collective PU Learning

PU Learning classifier

Collective Positive Unlabeled Learning

Supervised Learning and PU Learning

U
+, U +
t 4 U + 4
+ U +
T :
e U
Supervised Leaminig classifier U U U
Additional unlabeled

PU Learning classifier

examples added to positive

class via Network

Structure!

PU Learning classifier

PU Learning and Collective PU Learning

Collective PU Learning

87



Opinion Spam Detection via Collective PU Learning
O Using IP addresses as | |
bridges for users and IV_' u I'\ﬁl
reviews [Li et al., ICDM | \ /
2014]: ° °
[
L

O Heterogeneous Network of
Users, IP, Reviews

\

. @
Q one review only belongs to

one user and one IP

address, but users and IPs

can connect to more than

one entities of other types.

Collective Classification
O Collective classifiers (CC) [Sen et | | =
al., Tech Rep. 2008] serve the u I\<

basehne framework | /
O Conventional classifiers (CC) on ° °
]

graph nodes only use the local
features of that node

N

O CC such as ICA [Sen et al., Tech
Rep. 2008] trains a local classifier
leveraging the observed local
(node) features and estimated
labels of its neighbors.
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Collective Classification

O Unlabeled data (user-IP- — —
reviews) treated as negative

| N/

Reviews sharing same IP/user likely
to have similar labels

Multi-Type Heterogeneous Collective Classification

O Multi-Type Heterogeneous — — — —

Collective Classification
(MHCC) on user-IP-review | \ /
network [Li et al., ICDM
2014] serve as the baseline ° °
L Conventional classifiers on / \

graph nodes only use the . . é

local features of that node

Reviews sharing same IP/user likely
to have similar labels
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Multi-Type Heterogeneous Collective Classification

Q Step 1: Bootstrap review classifier. [=— — — —
Estimate user and IP labels from I\/—l |\7—| LF' L—ﬁl

majority class label of their related | \ /
reviews. ° 0
U Step 2: During iterative prediction, / \
construct a relational feature matrix
. B B

M from the estimate labels of the
neighboring nodes.

U Step 3 Then train three different
relational (local) classifiers for
reviews, users and IPs

Feature Set for MHCC

U Linguistic:
* Unigram
= Bigram

U Behavioral: ° °
= Maximum Number of Reviews
=

per day
» Total Number of Reviews
=  Number of active days
* Average number of reviews per
active day
Percentage of Positive review
Average rating
Rating deviation
Average length of reviews
Maximum content similarity
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Labels using bootstrap

Collective PU Learning

Classiﬁer \

il f ][] [ ba b, by b, b ]|y
a, Al-1l1|1)o0]|1
a, A ojo|1]|o0|-1][1
a, of(-1{0]0|o0|]> )

Shape : Entity Type

Bl la]a]as ] Color : Class
b, 1210l o IR unknown (blue) [to estimate]
b, 10| XN positive class (red) [hard label]
b, 2111 o0 BN negative class (black) [soft label]
b, 10 o KX
b, o110 ?

Collective PU Learning

Label change using CC

Pr(b1=+1) is low but

Pr(b4=+1) is high — So \

use b4 for training \e

f, | f, | - | f by | by | by|by|bs||Yy
a A-1l1|-1]o0]|1
a, A olo|1]|o0]|-1]|1
as ol-1lo]|o0o]o]]>? .

Shape : Entity Type

f, | f, | | f, 1 a | a | a ] Color : Class
b, 1100 KN unknown (blue) [to estimate]
b, 1 1ol RN positive class (red) [hard label]
b, B 11110 BN negative class {black) [soft label]
b, 1lo]o B
s ol1]o0 | ? |
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Collective PU Learning

Iterate, increase labels,
iterate, until classifier

parameters stabilize \

fi | f, | - | fa by | by | by | by |bs ||y
a Al-1l1|-1|o]|l1
a, A olo|1|o|-1]]1
% 210 I Shape : Entity Type
] h]a]a]a Ty Color : Class
b, 1lofo IR unknown (blue) [to estimate]
b, 1 1ol XN positive class (red) [hard label]
b, 110 BN negative class (black) [soft label]
b, 110 T
b o1 KX

U Dianping’s
Data Statistics

Q 500
restaurants in
Shanghai
between
November
Ist, 2011 and
November
28th, 2013

Shanghai Restaurant Dataset

Fake reviews | Unlabeled reviews Total
No. of reviews 3523 6242 9765
No. of unique users 3310 5894 9067
No. of unique IPs 1314 4564 5535
No. of reviews per user 1.064 1.059 1.077
No. of reviews per IP 2.681 1.368 1.764
Avg No. of Chinese Characters 75.60 91.10 85.50
Avg No. of Chinese Words 53.17 63.21 59.59
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Performance Analysis of Collective PU Learning

U Result due to
[Li et al.,
ICDM 2014]

O Spy-SVM,
Spy-EM
overshot the
positives.

Q0 CPU
outperforms
in F1 and Acc

1.0—

(MM cPU mEW MHCC EEW HCC NN SpysVM [0 SpyEM [ SPU  mmm LR|

Precision Recall Accuracy

 Contains content originally appearing in [Li et al., ICDM 2014]

O Result due to
[Lietal.,
ICDM 2014]

O F1 vs.
different o
training ratios
(% of pos
training
sample)

U CPU retains
its lead

Sensitivity of Training Set

0.70r

0.65r

0.60

0.55f

0.50¢

0.45¢

[~® CPU  4—A MHCC V=¥ HCC == SpySVM ©-O SpyEM E-@ SimplePU %= LR

20 40 60 820
Percentage of training data

 Contains content originally appearing in [Li et al., ICDM 2014]
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IP distribution for fakes

Q CDF of the number of ™[ =+ I I TR T
fake reviews for ol © et
suspicious IPs v.s. o
organic IPs 090" '
O Majority (97%) of Sy
organic IPs bounded by !
very few fakes '
0.75 4
O Only 75% of
suspicious IPs bounded  ©7% 5 10 s 25 35 30 35
by few fakes No. of fake reviews

Several fake reviews appears form a
pool of suspicious IPs — exploiting
network effects is useful

40

Outline

O Approach#2: Behavioral Modeling

O Approach#3: Statistical Modeling
= P.1: Latent Variable Models
= P.2: Positive Unlabeled (PU) Learning
= P.3: Collective PU Learning
- = P.4: Typed Markov Random Fields
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O Spammers promote opinons/urls

O These promoted content often
results in retweet bursts containing
the entity url being promoted

O Campaings can be organic (CDC
promoting no smoking) vs.

marketing campaigns of e-cig

U Campaings invariably have bursts

Opinion Spamming Campaigns: E-cig marketing on Twitter

in twitter to boost sales

# of tweets

2000

1500

CDC2012

1000 l\ | I M

O # users with first post in that day (red
dots) correlate with # users with last

O This further correlates with # of tweets

— .

Network Structures of Opinion Spamming Campaigns

post in that day (blue dots)

on the entity

ecig
2000
THB=
H ‘ v L@ last
1500 : p :
Vi
] \ A /\ : “a: A N\
I N ' [P AWARRY
1000 I\ NN LAY N
lo\ \ |/ VY
N \/8 Moo
VAR P ®
gl LN VL X
\|
g e o Sen ot M
Te ! . N
P

0 b 2 3 g g 3 ” 2 v 0
> 1% 3 Yy 3 e 1% !
0‘)\05\10 Q‘,\\lnG Qﬁ\\c,n“ e'»““ﬂn w\ﬁn“ du\qq\"—“ da\xb\ﬂ o O o1®
date

(a) Campaign Timeline

(b) Campaign Network Structure at Initiation (c) Campaign Network Structure at Maturity
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Network Structures of Opinion Spamming Campaigns

QO # users with first post in that day (red Network structure shows spammin
dots) correlate with # users with last P g

post in that day (blue dots) campaigns that start of as individual
small groups to form larges spam

O This further correlates with # of tweets communities
on the entity

ecig \ &%
2000 2500
T T
.

M M 7 15 %
: \ : ® last oo ..\‘ o
1500 E E R o ."‘p
| vl ‘
2 ) | AR AR LI
Em “u\) 9 v'/\"”\ '/‘ :LN Vo g qa "3
FONRM e TN e T
500 Wﬁoo .k '00
% OQ'IE* EQ‘O\ ° l.‘g”@

0

o
'L
&% Qs,\\l‘ \°’\ 1“\ @\ 'Lﬂ d,\@\ da\ Qe\ 3°\
b

(a) Campaign Timeline (b) Campaign Network Structure at Initiation (c) Campaign Network Structure at Maturity

Heterogeneous Network of Opinion Spamming Campaigns

O A user is either a promoter or a
non-promoter.

Q A URL is either a promoted or U‘“ Uy
organic URL. (URL shorten — @ . ‘

expanded/full URL) ~50% / @
contain URLs /

U;cl 1 Ikcl 2 Uicr3 Uscrd

O A burst is either a planned or
normal burst. (sudden popularity
by normal users, deliberated
pushing by promoters, triggered
by external event)

Burst2
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Modeling Opinion Spamming Campaigns via MRFs

O Campaign detection via Typed-
MRFs [Li et al., ICDM 2014]

U MRF - Typed MRFs. State
spaces of node types are:

O A user is either a promoter or a

non-promoter.

O A URL is either a promoted or

organic URL.

O A burst is either a planned or

normal burst.

@ @ @ @

Modeling Opinion Spamming Campaigns via MRFs

Symbol Definition
%4 Set of nodes in the graph
E Set of edges in the graph
T Mapping from nodes to node types
H Set of types of nodes
v; i-th node or random variable in the graph
t; Type of node i, t; € H
Stz’ Set of states node ¢ can be in
Pi(o;lt;) Prior of node 7 in state o;
ﬂ"z’,j(aia i 1t;, tj) Edge potentials for n.ode 7 of typie t; in
state o; and node j of type tjinoj
Message from node 7 to node 7 expressing
m; i (o;lt;) S S
node 7’s belief to node j being in state o
b;(o;t;) Belief of node 7 in state o;
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MRF Recap

O Markov Random Fields (also
called Markov Networks) is an
undirected graphical model that
deals with inference problems
with uncertainty in observed data.

O Nodes : random variable, edges :
statistical relations.

O A set of potential functions are
defined on the cliques of the graph
to measure the compatibility
among the nodes..

MRF Recap

O In our problem, we use the
pairwise MRF in which the
potential functions are defined on
each of the edges.

O The label of node depends on the
local features (yellow nodes) as
well as its neighbors (green
nodes).
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MRF Recap

O The label of node depends on the
local features (yellow nodes) as
well as its neighbors (green
nodes). Example in smoking
domain:

U Local features: color of teeth,
height, weight, health condition,
age, income, gender and so on.

O Compatibility: People who smoke Q
tend to have friends who are
smokers too.

Inference via Loopy Belief Propagation

O LBP is generally used to estimate
the marginal probability
distribution of each node given the
prior knowledge and potential
functions

O Message m;;(x;), node x; ‘s belief
of the node ;’s state
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Inference via Loopy Belief Propagation

O Message passing — each node
updates its belief of the state of all
other nodes via passing messages
of the form

O Message m;;(x;), node x; ‘s belief
of the node s state \

O z; normalization factor to ensure

>_mij(zy) =1
mi_i(0;) =21 Z Uy (04, 05)0(04) H Mmi_si(0;)

oi€S keN(i)\j

Inference via Loopy Belief Propagation
O Iterate via message passing

O Message m;;(x;), node x; ‘s belief
of the node ;’s state

O 2; normalization factor to ensure

>_mij(zy) =1
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Inference via Loopy Belief Propagation

Q Parallel updates are possible for
speedup

Q Iterate until convergence

Z1 Z,.i;'f.!g,j(ffz',crj)ﬁ",ri(ai) H Mmi_si(0;)

oS keN(i)\j

mi—i(o;)

Inference via Loopy Belief Propagation

QO Belief read out upon convergence

Q “Pool” beliefs of all neighboring
nodes to arrive at the final
posterior belief on the state of the
current state

O 2, normalization factor

bi(oi) = 22 Yi(0y) H Me—i(0)

kEN (i)
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Node Potentials (Priors)
Q User type node priors derived

. LR 1
using local discriminative Ppoer(+) = . —
classifiers (e.g., LR) 1 4+ ¢ Po—25=1Biz;
—Bo—S"F_  Biz;
: e ! j=1~31"1
Q Features: P (=)

= number of URLSs per tweet 14 e Bo—Ti Biz
= number of hashtags per tweet
= number of user mentions per tweet
= percentage of retweets
"  maximum/minimum/average
number of tweets per day
*  maximum/minimum/average time
interval between two consecutive

tweets

Node Potentials (Priors)

Q Url/burst node type node priors
derived using estimated count nt —+ «

i Pur —
variables ri(+) nt +n— + 2a

C nt+n 4+ 2a

O n*: # of estimated promoters noo+
P, url (_ )

O n~: # of estimated organic users

102



Edge Potentials (Message Factors)

Q Url/Burst edge potentials

t; = Burst
O A user-burst edges denote user t; = URL | planned normal
posting tweets in the burst. promoted | 0.5+ ¢ | 0.5 ¢
) ) ) organic 0.5 —€ 0.5+ €
O Planned bursts contain primarily
promoters
O Normal bursts are mostly formed
by normal users who are attracted
by the campaign.
Edge Potentials (Message Factors)
O Usr/Url edge potentials
) ) Ej.' — URL
O User-URL edge implies the user t; = User promoted | organic
has tweeted the URL at least once. :
promoter 1 — 2e 2e
non-promoter 2e 1 — 2e

O Heavily promoted URL — user
likely to be a promoter

U Non promoted URL — user likely
to be a non-promoter
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Edge Potentials (Message Factors)
Q Usr/Burst edge potentials

t; = Burst
J
L URL-burst edge indicates the URL t; = User planned normal
has been tweeted at least once in promoter 05+¢ | 0.5—¢
the burst non-promoter | 0.5 —¢€ | 0.5+ ¢

0 URLs mentioned within a planned
burst are likely to be promoted

O URLs in a normal burst are likely

to be organic

Edge Potentials (Message Factors)
O Usr/Usr edge potentials

U Q: How to connect user with
other users (latent
sockpuppets)?
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Edge Potentials (Message Factors)

O Usr/Usr edge potentials

U Q: How to connect user with
other users (latent
sockpuppets)?

U Define:
= Text similarity
» URL mention similarity
* Following similarity

L Model user similarity by average
of all similarities

C'S; j = cosine(avg(tweets;). avg(tweets;))

LTS. o |".i M .".j‘
" |rs U rj

i,
TR gl

Edge Potentials (Message Factors)

O Usr/Usr edge potentials

U Q: How to connect user with
other users (latent
sockpuppets)?

U Define:
= Text similarity
* URL mention similarity
= Following similarity

O Model user similarity by average
of all similarities

Links are added between two users when
avg. similarity of users is higher than a

threshold. Intuitively, if a user is

connected with a promoter, then he/she

is also likely to be a promoter.
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Edge Potentials (Message Factors)

O Usr/Usr edge potentials

U Q: How to connect user with
other users (latent
sockpuppets)?

U Define:
= Text similarity
» URL mention similarity
* Following similarity

L Model user similarity by average
of all similarities

tj = User
t; = User promoter | non-promoter
promoter 0.5+ ¢ 0.5 —¢€
non-promoter 0.5 0.5

Links are added between two users when
avg. similarity of users is higher than a
threshold. Intuitively, if a user is
connected with a promoter, then he/she
is also likely to be a promoter.

Overall Algorithm

0 Typed message passing:

mi;(os]t;) =

Algorithm 1 The overall algorithm
Input: A set of labeled users Uy, for training
A set of tweets D on a particular topic
The propagation matrices v ;(0;, 05t t;)
Output: Probability estimate of every user being a promoter

; | I: Train a classifier ¢ from D and U, i,
| E Wi, (gi; 0 |tz’ ) fj }U@ (Ui ‘tm) I I ME—yq (Ui |t1} 2: Apply c on all the unlabeled users to obtain the user priors

o.€8 kEN (i)\j

O Belief read out:

b;‘(ﬂi‘fz') — Z2 ’{;'f??;(ffi‘f@) H ??.Z-k_y-i(o-i‘t-i) 14 end for

kEN (i)

(node potentials): ¥;(e;|t; = user)

3: Calculate URL and burst priors #;(o;|t; = URL) and
(o3 |t; = burst) using Eqn. 10 and 11.

4: Build the User-URL-Burst graph G(V, T, E) from D

5: for (v;,v;) € E do

6: for all states o; of v; do

7 mi—i(a;lt;) <1

8 end for

- end for

Nyhile not converged do

or (vi,v;) € E do

for all states o; of v; do

update m;—,;(o;|t;) in parallel using Eqn. 3.

15: end for

16: end while
17: Calculate the final belief of every node in all states
b;(o;|t;) using Eqn. 4.

18: Output the probability of every user being a promoter
bi(o; = promaoter|t; = user).
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User-User Similarity

O Similarity distribution for sim > Dataset E-cig Campaign
0.9

O E-cig (spam) campaign data has
several dense cliques — presence
of twitter bots, sockpuppets

User-User Similarity

O Similarity distribution for sim > Dataset CDC Stop Smoking Campaign
0.9

O Large block of similar users show ,
affiliations of CDC with other SEae:
health research institutes

1&%'
4= WEE
e RS

i
g
12
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Q

Data Statistics

Smoking related campaign

data from twitter

Historical tweets obtained
from Gnip for user feature

completeness

Center for Disease Control
(CDC) launched regulated
stop-smoking campaign in
US in 2012 and 2013

E-cig is a commercial
campaign and various e-cig
brands participated in it

CDC2012

CDC2013

E-cigarettes

users

tweets

URLs
promoters(labeled)

non-promoters(labeled)

3447
4577
2262
266
534

7896

11302

4481
369
431

3615
53417
14730

612
188

Labeling Camping Promoters
O Labeling decision was made

based followers, URLs and

+ Libsinguse T |
user Shashta. Surlftwe.. #@/twe.. #RT/twe.. #follow.. #friends Stweets  #folers/.. age of.. maxtwe.. mint * user text
Paul_Son... 1 1 1 0 11608 8015 12042 1.44772.. 1503 2 2 tobaccofreefla  @gingin it's an impactful ad and we're happy to be ¢
HeartHe... 2 1 0 0 187 129 11531 1.44615.. 663 2 1 tobaccofresfla  RT @theNCl: Meet Shane, who began smoking at ag
sharedw... 0 1 0 0 119 84 42643 1.41176.. 531 2 1 tobaccofreefla  RT @COCTob: : ETwi A lize the
ZkeMp 0 1 o 0 484 346 97273 1.39769.. 1027 2 2 tobaccofreefla  RT @LegacyForHealth: Thanks to @CDCTobaccoFree
SportsN.. 0 1 0 0 780 560 236153 1,39215.. 738 6 1 tobaccofreefla RT @CDCgow: Be inspired to quit. Hear @DrFriedent
cctobace.. 1334 1 0334 0 57 66 592 131343, 1153 1 1 tobaccofreefla  Watch: @DrfriedenCOC on launch of 2nd phase of s
iR |0 1 1 0 3011 2207 8536 1.31070., 1280 1 1 tobaccofresfla RT @HHS_DrKoh: Starting next week, CDC is launchir
Tofbalzyl 0 1 0 0 505 263 195751 1.30603. 837 3 3 tobaccofreefla A powerful reminder from #CDCTips about one of t
KensieS... 0. 1 1 0 2035 1589 11397 1,28050.. 1646 2 2 tobaccofreefla  First look at CDC's new anti-smoking campaign: hitp
My_Hea.. 0 1 [] 0 3890 3047 136029 1.27657.. 1196 1 1 tobaccofreefla  RT @AP: AP PHOTOS: US launches its latest batch of
Albany_.. 3 1 0 0 2310 1823 120001 1.27192.. 860 3 3 tobaccofreefla RT @CDCTobaccofree: @tobaccofreefla Thanks for
tobaccof.. 1115 0.858 08 0372 2464 1965 6309 1.25381.. 1305 10 1 tobaccofreefla  RT @CDCTobaccafree: A2: Campaigns like #CDCTip
milutin 1 0 1 05 0 1263 1028 49571 1.22837.. 1113 4 4 tobaccofreefla . @CDCTobaccoFree studies show that hard-hitting a
CraigEli.. © 1 0 0 2287 1959 41101 116734.. 2351 2 2 baccofreefla  May is Asthma Month. See Jessica’ s sto
PacificCo... 0 1 0 0 19207 16538 63452 1.16681.. 1603 2 2 tobaccofreefla  #Asthma has even affected prople's jobs because of
O — . - .- e - - - =, | tobeccofreefla  #asthma has even affected people's jobs because o
tobaccofreefla  Today is World Asthma Day. Learn about how smoki
folower page | i _page b freefla  Share Jamason's story to raise awareness that secor
tobaccofreefla  #TwoThingsThatDontMixWell: Secondhand smoke a
! user #hashta... #urftw.. #@/tw.. #RT/tw.. #folowers #friends #tweets #folers/... age_of .. max_tw * tobaccofreefla  @thatnigganickk congrats on quitting, Here are mor
Tamara_RTE 25 0.929 0358 0.358 307 1602 149 0.18192... 195 2 tobaccofreefla  @thatnigganickk congrats on quitting! Here are mor
DIVAGTING,, 0EE  lEs s (0 e % 2B 20348, 773 2| |||l tobaccofreefla  Don't forget that smoking is a leading cause of #str
2::3:::;:%: g : g g ;;3 225 :;?3 é:ggﬁg ig’;" ; 1 tobaccofrecfla RT @CDCTobaccoFree: #CDCTips participant Terrie
QutLneCO 325 o . . P pd %1 Binstas s oo . tobaccofreefla  RT @LegacyForHealth: New @CDCTobaccofree cam
HNHeathCoach 0 1 0 0 s 1360 0820 i i tobaccofreefla  Roosevelt a former smoker in #CDCTips campaign,
BriFreeAlnce 0 0.667 [ 0 745 836 871 0.89127... 1671 1 tobaccofreefla Roosevekt, a former smoker in #CDCTips campaign,
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Baselines and Model Variations

U Competitors compared:

= Local Classifier : Logistic Regression
(LR)

= [terative Classification Algorithm (ICA)
* T-MREF (all-nodes, no-priors)

= T-MRF (user-URL)

= T-MRF (all-nodes, no-user-user)

= T-MRF (all)

AUC performance
U Results averaged across 5
disjoint random runs ‘ ‘ CDC2012 CDC2013 E-cigareftes
c 0.05] 0.10| 0.15] 0.05| 0.10] 0.15| 0.05| 0.10| 0.15
Local-LR 0.87] 0.87| 0.87] 082] 0.82] 082] 0.83| 083] 0.83
Q T-MREF (all) is consistent ICA 0.88| 0.88] 0.8%8| 0.86| 0.86| 0.86| 0.84| 0.84| 0.84
in its performance across — 1 1
all thresholds e nodes.no-priors) | 0-83| 083| 081] 073| 073| 072| 0.68] 070| 0.6
TMRF(user-url) | 0.89] 0.89] 0.89| 0.84| 0.85| 0.86| 0.84| 0.84| 0.84
T-MRF(all-nodes, )
. no-usGr-uscr) 0.8%| 0.89] 0.90| 0.88] 0.90| 0.88| 0.86| 0.87| 0.86
O T-MRFs improve over T-MRF(all) 0.89| 0.92] 0.92| 0.89| 0.92] 0.90] 0.87| 0.88| 0.88

both ICA and Local-LR —
Message passing in
campaign networks is
effective
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Most tweeted URLS by Promoters and Non-Promoters

U Top/Bottom 10 — Most
tweeted URLs by
promoters/non-promoters

U For regulated (Govt.)
campaigns (e.g., CDC):
4
= Promoters: news
website, government
website
= Non-promoters : links
social media including
other platforms other
than twitter

| CDC2012 | CDC2013 | E-cigarettes
youtube.com cde.gov vaporgod.com
amazon.com youtube.com bestcelebrex.blogspot.com
facebook.com cnn.com www.shareasale.com

kktv.com
drugstorenews.com
marketingmagazine.co.uk
adage.com

cde.gov
howtoquitsmokingfree.com
presstitution.com

usatoday.com
blogs.nytimes.com
medicalnewstoday.com
chsnews.com
nbenews.com
twitter.com
news.yahoo.com

www.reddit.com
www.prweb.com
www.nicotinefreecigarettes.net
electronicvape.com
youtube.com

dfw-ecigs.com
ecigadvanced.com

youtube.com
smokefree.gov
twitlonger.com
cde.gov
instagram.com
twitpic.com
tmi.me
facebook.com
yfrog.com
chacha.com

twitter.com

cde.gov
youtube.com
instagram.com
deadspin.com
cnn.com
soundcloud.com
usatoday.com
chacha.com
huffingtonpost.com

purecigs.com

instagram.com
houseofelectroniccigarettes.com
smokelesscigarettesdeals.com
aan.atrinsic.com
smokelessdelite.com
twitpic.com

youtube.com
electroniccigarettesworld.com
review-electroniccigarette.com

Most tweeted URLS by Promoters and Non-Promoters

U Top/Bottom 10 — Most
tweeted URLs by
promoters/non-promoters

O For spam/promotion
campaigns (e.g., e-cig):

= Promoters heavily
promoted product/e-
marketting pages

| CDC2012 | CDC2013 | E-cigarettes
youtube.com cdc.gov vaporgod.com
amazon.com youtube.com bestcelebrex.blogspot.com
facebook.com cnn.com www.shareasale.com

kktv.com
drugstorenews.com
marketingmagazine.co.uk
adage.com

cde.gov
howtoquitsmokingfree.com
presstitution.com

usatoday.com
blogs.nytimes.com
medicalnewstoday.com
cbsnews.com
nbenews.com
twitter.com
news.yahoo.com

www.reddit.com
www.prweb.com
www.nicotinefreecigarettes.net
electronicvape.com
youtube.com

dfw-ecigs.com
ecigadvanced.com

youtube.com
smokefree.gov
twitlonger.com
cde.gov
instagram.com
twitpic.com
tmi.me
facebook.com
yfrog.com
chacha.com

twitter.com

cdc.gov
youtube.com
instagram.com
deadspin.com
cnn.com
soundcloud.com
usatoday.com
chacha.com
huffingtonpost.com

purecigs.com

instagram.com
houseofelectroniccigarettes.com
smokelesscigarettesdeals.com
aan.atrinsic.com
smokelessdelite.com
twitpic.com

youtube.com
electroniccigarettesworld.com
review-electroniccigarette.com
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O Affiliate marketing:
performance-based
marketing in which a
business rewards one or
more affiliates for each
visitor or customer brought
by the affiliate's own
marketing efforts

Promoted URL Types
i~

SHAREASALE

TRUE PERFORMANCE MARKETING

1

AFFILIATE SIGNUP PROGRESS BAR

The process to setup an Affiliate Account is @
simple 5 step process that begins with a selection
of your username and password. In the future,
wou will use these selected words to access your
ShareASale.com Affiliate Account.

WHOOPS! WAIT! | HAVEAN
'M A MERCHANT AFFILIATE ACCOUNT

OUR MERCHANTS ARE \
VERY EXCITED FOR YOU
TO JOIN THEIR PROGRAM 3
NO-SOFTWARE ON-TIME 3,900+ RESPONSIVE
POLICY PAYMENTS MERCHANTS SUPPORT
CREATE YOUR USERNAME:

Usernames may consist of the following characters

only:a3 AZ09,_ @,

CREATE YOUR PASSWORD:

CCONFIRM PASSWORD:

WHAT COUNTRY DO YOU LIVE IN?

Affiliates get paid for the
effort to promote merchants

Promoted URL Types
O News/Ad distributors: @ PRWeb e oo wer

PRWeb.com

Claim itself as the best e-
marketing company that
helps distribute news/ad into
social media and research
engine research

Get your
news out in
3 easy steps

Create

Distribute

Track

Our Distribution Network

News Release Categories

Why PRWeb How It Works

Who Uses It

Pricing Learning

It's simple. You write an announcement about your organization — a new product launch, current promotion, a focal

find releases ®

team sponsorship - whatever. We get your news distributed to every major news site and search engine on the
web, and in front of consumers anlﬂyﬂahsls

yd

Create Your News /

Every organization has news that will
interest potential customers. With PRWeb,
Jyou can quickly and painlessly share your
news. Plus, we're here to help. We'll give
Jvou tons oftricks, tips and tools to help you
create the perfectannouncement in
minutes. Never writien a release before?
INo problem

Read More >

Distribute Your News 4

As the world’s number one news release

service!, we send your news to major
search engines like Google, Yahoo! and
Bing. We send itto 30,000+ journalists and
bloggers. We deliver itto 250,000+ PRWeb
optin news subscribers. And we host your
news release on PRWeb.com, which
receives over 3 million visitors each month.
Read More >

Track Your News /

Detailed analytics let you see the
immediate impactof your online news
release. You'll leam how many people
read your release, where it was picked up.
how many times itwas shared. and where
your prospects leamed aboutyour
business. Bestofall, you can see tall inan
instant Wantto see a sample report?

Read More >
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Promoted URL Types

QO Paid Link Sharing sites:
Ad.fly

Paid for Mass Self advertising

Get paid to share your links on the Internet!

«ou

adfly/5XR ‘NIE?

Register for an account and Get paid for every person who
start shrinking. visits your URLs.

" Join Now f Login with Facebook
o
BT o T
Safe Advertising Advertisers
All advertising is stritly family- HHl 1, Pay for real visitors on your
safe with no popups. Anti~virus W5 website, our comprehensive fraud
and malware senvers are = filters ensures high quality traffic
scanning the adverts 24/7. Campaigns start at only 85.

< Shrink!

Place your links on Facebook,
Twitter, and more!

or learn more about AdF.ly ©

g Katie Nguyen from United States
says..

| like AdF.ly

AdF Iv helos me to eam a bit of monev

Posterior on Users and URLSs
U Portions of network structures for promoters (red), non-promoters (blue) and

URLs (green)
CDC2012

CDC2013

E-cig
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Posterior on Users and URLSs

QO Portions of network structures for promoters (red), non-promoters (blue) and
URLs (green)
CDC2012 CDC2013 E-cig

CDC campaigns: non-promoters overlapping with promoters as they show
interests in the tweets posted by promoters and proactively join in the discussion

Posterior on Users and URLSs

U Portions of network structures for promoters (red), non-promoters (blue) and
URLs (green)
CDC2012 CDC2013 E-cig

Ecig campaigns: clear separation between promoters and non-promoters as non-
promoters tend to be generic users who care less about promoted websites
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Posterior on Temporal Activity of Users

. CDC2012 CDC2013 E-cigarettes
D Heat map OfPOStlng Mo TuWeTh Fr Sa Su Mo TuWeTh Ffr SaSu Mo TuWeTh Fr Sa Su

patterns of promoters on 0; 1 ofm 1 -ﬁ

1.00

10F 1 10p 4110
0.75

Government campaigns
(e.g., CDC) is more
regularized and promoters
tweet in working hours and

weekdays

115

120

10.50

different hours of day I.
and days of week (on | |
Posterior on Temporal Activity of Users
CDC2012 CDC2013 E-cigarettes

. 5¢ { st 15
GMT Time Zone)
D Heat map OprStlng Mo TuWeTh Fr Sa Su Mo TuWeTh Fr SaSu Mo TuWeTh Fr Sa Su

patterns of promoters on UE 1 o/ 1 'ﬁ

1.00

different hours of day l.
and days of week (on J m N
GMT Time Zone)

Promoters in commercial 10} | o} lo
campaign restlessly
promote their products.
Even at night and over
weekends, there are still
promotional activities which
can be attributed to Twitter
bots

0.75

115

120

10.50
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Variants of LVMs in Deception

O Tailored topic models for deception [Li et al. ACL 2013]

= Latent topics can improve opinion spam detection

O Latent deception prevalence analysis [Ott et al., WWW 2012]
= “The rate of deception varies according to the costs and

benefits of posting fake reviews”

= Verifiability can lessen deception

=

Outline

O Approach#3: Statistical Modeling
O Approach#4: Authorship/Sockpuppet Detection

= P.1: Learning on Similarity Spaces

= P.2: Tri-Training
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Identifying Multi User-Ids

O Use of Multi user-Ids is commonplace in
social media

O Key motivations:
= Use multiple userids to instigate
controversy or debates to popularize a
topic.
= Use multiple userids to post fake or
deceptive opinions.

0 Q: How to resolve different user-ids
(aliases) of the same author?

Identifying Multi User-Ids

O Multi User-1d identification using linguistic
cues [Qian and Liu, EMNLP 2013]

U Problem Definition: Given a set of userids
ID = {id,,...,id,} and each id; has a set of
documents Di, we want to identify userids that
belong to the same physical author.

O Departure from AA settings : Since some of
the userids may belong to the same author, we
cannot treat each userid as a class because in
that case, we will be classifying based on
userids, which won’t help us find authors with
multiple userids
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Identifying Multi User-Ids

O Multi User-1d identification using linguistic
cues [Qian and Liu, EMNLP 2013]

U Problem Definition: Given a set of userids
ID = {id,,...,id,} and each id; has a set of
documents Di, we want to identify userids that
belong to the same physical author.

O Departure from AA settings : Since some of
the userids may belong to the same author, we
cannot treat each userid as a class because in
that case, we will be classifying based on
userids, which won’t help us find authors with
multiple userids

Supervised AA formulation
falls short as the goal is to
classify actual authors
instead of userids

Learning in Similarity Space

[ Learn feature associations in the (transformed)
similarity space instead of original document
space (as in AA) [Qian and Liu, EMNLP
2013]

O Each document d is still represented as a
feature vector, but the vector no longer
represents the document d itself. Instead, it
represents a set of similarities between the
document d and a query (document) q.

q: 1:12:16:2
dl: 1:22:13:1 d2:2:23:15:2
sv (q,dl): +1 1:0.50...
sv(q,d2): -1 1:0.27 ...

Similarity can be measured
using an s-feature. E.g.,
cosine: cosine(q, d1) = 0.50
and cosine(q, d2) = 0.27.
With more similarity
measures more s-features
can be produced. The
resulting two s-vectors for
d1 and d2 with their class
labels, 1 (written by author
of query q) and -1
(otherwise)
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Learning in Similarity Space
L Each author’s documents are partitioned into
two sets: a query set Q and a sample set D.

0 Each d € D and q € Q is represented with a —
document space vector (d-vector) based on th

document itself. @

Da

O A similarity vector sv (s-vector) is produced
for d. sv consists of a set of similarity values
between document d and query q (in a d-
vector).

Author B1

Author Bm

QBm

Dam

Space Transforming Features

L D-Features: Each feature in the d-vector is a
d-feature: Length, Frequency based, TF-IDF
based, Richness

O S-Features --- Each feature in the s-vector is
a s-feature: Sim-Length, Sim-Retrieval, Sim-
Content tf-1df, etc.

Qa

Da

Author B1

Author Bm
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Learning Paradigm

U Candidate identification: For each userid id;,
we first find the most likely userid id; (i # )
that may have the same author as id;. We call
id; the candidate of id;. We also call this
function candid-iden, i.e., id; = candid —
iden(id;).

U Candidate confirmation: In the reverse order,
we apply the function candid-iden on id;, which
produces idy, i.e., idj, = candid — iden(id;).

QO Decision making: If £ = 4, — id; and id; are
from the same author. Otherwise, id; and id; are
not from the same author.

Learning Paradigm

U Candidate identification: For each userid id;,
we first find the most likely userid id; (i # )
that may have the same author as id;. We call
id; the candidate of id;. We also call this
function candid-iden, i.e., id; = candid —
iden(id;).

U Candidate confirmation: In the reverse order,
we apply the function candid-iden on id;, which
produces idy, i.e., id;, = candid — iden(id;).

QO Decision making: If k = i, — id; and id; are
from the same author. Otherwise, id; and id; are
not from the same author.

worst case time complexity
is 0(m?) , for a total of m
training documents.

In practice, lesser as not all
pairwise comparisons are
needed. Only a small
subset is sufficient (using
candidate-iden)
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Performance of LSS

U Dataset: 831 reviewers from
Amazon.com, 731 for training

; Total # user-ids 10 30 50 80 100
and 100 for testing; the LSS Pre |100.00| 100.00 | 100.00 | 100.00 | 98.68
numbers of reviews in the Rec |100.00 | 83.33 | 82.00 | 80.00 | 75.76
training and test: 59256 and F1 |100.00| 90.91 | 90.11 | 88.89 | 85.71
14308. TSL Pre | 50.00 | 50.00 | 3333 | 0.00 | 0.00
Rec | 11.11 | 345 | 2.08 | 0.00 | 0.00
U Baselines: (1) TSL: based on |- F1_| 1818 | 645 3.92 0.00 0.00
he traditional sunervised SimUG | Pre |100.00 | 100.00 | 100.00 | 100.00 | 100.00
the tr: SUpervis Rec | 70.00 | 46.67 | 48.00 | 48.75 | 43.00
learning, (2) SimUG/SimAD: F1 | 82.35 | 63.64 | 64.86 | 6555 | 60.14
uses the word unigrams/all d- [SimAD | Pre |100.00] 75.00 | 100.00 | 33.33 | 0.00
features to compare the cosine Rec | 20.00 | 10.35 | 2.00 1.28 0.00
s]mﬂarlty of queries and F1 33.33 | 18.18 3.92 2.47 0.00
samples.
Outline

O Approach#3: Statistical Modeling
O Approach#4: Authorship/Sockpuppet Detection

= P.1: Learning on Similarity Spaces
- = P.2: Tri-Training
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AA with Limited Training Data

O Authorship Attribution (AA)
typically assumes several
example documents per
author

O Also traditional AA methods
are mostly based on
supervised learning.

O Requirements: for each
author, a large number of
his/her articles are needed as
the training data

AA with Limited Training Data

How to build reliable AA
models with very few
labeled examples per
author? (e.g., Consumer
reviews - a spammer wrote
only 3 reviews using an id)
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How much data is sufficient?

0 10,000 words per author is
regarded as a reasonable
training set size [Argamon et

al., 2007].

U Dealing with limited data:
= [Kourtis and Stamatatos,
2011] introduced a variant
of the self-training.

U Tri-Training fro AA
using limited
training data [Qian
et al., ACL 2014].

O Extending classical
co-training [Blum
and Mitchell, 1998]
leveraging sufficient
and redundant views
on the data

L3 L3 o
Tri-Training
g trzi-Training 0 g
Tri-train three
classifiers
Represent each from three
doc in three views;

views;

The redundant
information in
human language
is combined
together.

Departure from
the self-
learning method
on a single
character view.

0 Inter-Adding 0

Inter-adding:
docs 1labeled
by classifiers
of two views
are added to
the third one.

Each classifier
can borrow
information
from the other

two views.
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Qlnput:

Tri-Training

» A small set of labeled documents L = {/,, ..., 1.},

» A large set of unlabeled documents U = {u,, ..

)

» Asetof test documents 7 = {%,, ..., t,}.

JParameters:

= The number of iterations £,

= The size of selected unlabeled documents u,

UOutput:

= 7,5 class assignment.

Add confident examples
whenever labels are
matched by orthogonal
classifiers (i.e.,
classifiers in two

different views)

Use (s to label documents in U’ based on Us (U22U;, U>);
10 Up={u|ue U',ulabel by C>=u.label by Cs};
1 Up={u|ue U, ulabel by C;1 = u.label by Cs};

Tri-Training

1 Extract views Le, L1, Ls, Ue, Up, Us, Te, Ty, Ts from L, U, T
2 Loop for k iterations:
3 Randomly select # unlabeled documents U’ from U,

Learn the first view classifier C; from L; (L/=Lc, Li, or Ls);

4

5 Use (; to label docs mn U’ based on U(U;=U., Ui, or Us)
6 Learn the second view classitier C> from L> (L:#L))

7 Use (> to label documents 1in U’ based on U> (U22Uj);

8 Learn the third view classifier Cs from L3 (L2#L1, L>)

9

12 Up={u|ue U',ulabel by C;=u.label by C-};
13 U=U-U,L=LvUi(=1.3),

14 Learn three classifiers C;, C2, Cs from L1, Lo, Ls;
15 Use Cito label # in 7; (i=1..3);

16 Aggregate results from three views
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Feature Space

U Character view — Character
n-grams (upto 3-grams)

U Lexical view —» Word n-
grams

O Syntactic view — Content
independent structures
including n-grams of POS
tags (n=1..3) [Kim et al.,
SIGIR 2011]

Performance Evaluation of Tri-Training for AA

U Dataset: 62,000 reviews by 62 users
(1,000 reviews per user

U Data distributions:
= gplit each author’s documents into
three sets:
= training set: 1%, 1.e., 10
docs/author
= unlabeled set: 79%
= testset: 20%
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Performance Evaluation of Tri-Training for AA

U Baselines

Q (1) Self-Training:
= Using Common N-grams (CNG) +
SVM [Kourtis and Stamatatos,
2011] on Char, Lex, Syn views
» Using LR+SVM on Char, Lex, Syn
views

Q (2) Co-Training:
U Using LR on
O Char + Lex,
Q Char + Syn,
O Lex + Syn

Performance Evaluation of Tri-Training for AA

O Tri-training
outperforms all self-

training baselines. k Tri |SelfTrain:CNG+SVM|Self Train: LR+SVM
Train [Char lex Syn |[Char Lex Svn

.. 0 | 4685 [33.22 4544 3450 [33.22 4575 3448

QO In tri-training, each 10 | 7882 [32.47 4544 3450 [62.56 73.78 5194
individual view may be 20 | 86.19 [32.47 4544 3409 [71.21 81.44 5988

X i 30 | 8969 [32.47 4544 34.09 [75.21 84.68 63.70
biased but the views are 40 | 9152 [33.69 4544 3409 [77.46 8825 6574
independent. Then each 50 | 9258 [33.69 4544 34.09 [78.64 8825 67.45
60 | 93.15 [33.69 4544 3409 [79.54 8931 6837

view is more likely to
produce random
samples for the other
views and thus reduce
the bias of each view as
the iterations progress
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Performance Evaluation of Tri-Training for AA

U Result due to [Qian

et al., ACL 2014]
LR outperforms
SVM by a large
margin for tri-
training when the

number of iterations
(k) is small.

One possible reason
is that LR is more
tolerant to over-
fitting caused by the
small number of
training samples

100 } ‘ 100
P TR . DR
-G ,3. ------- a-- Q— . N M-%:I‘—‘-‘_ﬁ
e VO v B -
A e A
sof . o o o
40‘7!‘/ e -&-SVM-Char
‘ ‘ z & & LR-Cher
0 10 20 g 0 10 20 30 40 50 50
o ‘ ‘ 8 100
® P e - e - S
i 80 IS /E’ ,,,, -8
60 pee b
AT e o) |
% —’“" & -B-SVM-ScoreSum
o ! ‘ Y 0 &L R-ScoreSum
0 10 20 30 40 p— e

50 60 0, 10
the number of iterations k

 Contains content originally appearing in [Qian et al., ACL 2014]

Performance Evaluation of Tri-Training for AA

-3 SelfAdding-Char
& |nterAdding-Char

Result due to 100 gt 100
. ol B L
[Qian et al., it 80
o /'a’v— I
ACL 2014] |
s - & SelfAdding-Lex 406
'3 ‘ ‘ ‘ & InterAdding-Lex . h
The edge of 3rd Zgo 10 20 30 40 50 60 g 1580
view: Adding e B
. 60} ae e -] 80r
newly classified o
samples by two i ~5-SeltAdding Syn | B
. & InterAdding-Syn &
classifiers to the 24 10 20 30 40 50 60 10

third view
improves tri-
training.

—& - SelfAdding-ScoreSum
& |nterAdding-Score Sum

the number of iterations k

30 40 50 60

 Contains content originally appearing in [Qian et al., ACL 2014]
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Performance Evaluation of Tri-Training for AA

U Tri-training outperforms

co-training. k Tri Co-Train
Train Char+Lex | Char+Syvn | Lex+Swvn
. 0 46.85 4575 42.02 4575
d Consensqs predictions by 10 78.82 78.84 75.89 78.85
two classifiers are more 20 86.19 86.02 82.59 85.63
reliable than those by one 30 89.69 89.32 85.77 88.98
lassifi 40 91.52 91.14 87.52 91.16
classtiier. 50 92.58 92.19 88.46 92.02
60 93.15 92 81 89.21 92.50
Recap

U Approach#1: Leveraging Linguistic Signals
Q Approach#2:Behavioral Modeling
Q Approach#3: Statistical Modeling

U Approach#4: Authorship/Sockpuppet Detection

% 0.03 0.03
r’—_ -0.01 , |
s 005 005

100 2 100
(a) Ot etal (b) Hotel
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