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The exam is “open books and notes” and you have 75 minutes to complete the exam. The exam will count approx. 26-28% towards the course grade.

 1) Decision Trees [19]
a) The following dataset is given (depicted below) with A being a continuous attribute and GINI is used as the evaluation function. What root test would be generated by the decision tree induction algorithm? What is the gain (equation 4.6 page 160 textbook) of the root test you chose? Please justify your answer![6]
Root test: A >= 

	A
	Class

	0.22
	0

	0.22
	0

	0.31
	0

	0.33
	1

	0.33
	1

	0.39
	0

	0.41
	1


b) Most decision tree tools use gain ratio and not GINI or information gain in their decision tree induction algorithm. Why? [3]
c) Decision tree induction algorithms face the problem of overfitting. What is overfitting? Briefly describe a single specific method that deals with the problem of overfitting in decision tree induction! [6]

d) Do you believe that decision trees are suitable to learn disjunctive concepts (such as “IF (A>3 or B>7 or C>2) THEN class1 ELSE class2”)? Give reasons for your answer! [4]
2) Exploratory Data Analysis [16]
a) Assume a dataset with attributes att1 and att2is given that contains the following 4 examples.                                 
	Att1                         Att2

	    1                             2         
    3                             4
    2                             3

    2                             3


Compute covariance(Att1,Att2)! What does covariance(Att1,Att2) measure? [4]
b) Interpret the petal length/sepal length scatter plot of Fig. 3.16 on page 118 of the textbook.  [5]

c)  Assume you have an attribute A that has the attribute values that range between 0 and 6; its particular values are: 0.62 0.97 0.98 1.01. 1.02 1.07 2.96 2.97 2.99 3.02 3.03 3.06 4.96 4.97 4.98 5.02 5.03 5.04. Assume this attribute A is visualized as a equi-bin histogram with 6 bins: [0,1), [1,2), [2,3],[3,4), [4,5), [5,6]. Does the histogram provide a good approximation of the distribution of attribute A? If not, provide a better histogram for attribute A. Give reasons for your answers!  [7]
3) Representative-based Clustering Algorithms [10]
a) K-means is one of the most popular clustering algorithms. Give reasons why K-means is that popular! [4]
b) Assume we apply K-medoids for k=3 to a dataset consisting of 5 objects numbered 1,..5 with the following distance matrix:

Distance Matrix: 

0 2 1 5 3 (object1
   0 3 3 3

      0 1 5

         0 2

            0
The current set of representatives is {1,3,4}; indicate all computations k-medoids (PAM) performs in its next iteration; what is the new set of representatives?  [6]
4) Region Discovery [5]
What are the goals and objectives of region discovery in spatial datasets? Limit your answer to 3-4 sentences!
5) More on Clustering [13]
a) DBSCAN has a complexity of O(n**2) which can be deduced by using spatial index structures to O(log(n)*n). Explain! [4]
b) Is DBSCAN able to discover non-convex, equal density clusters? Give reasons for your answer! [3] 
c) Assume cluster a dataset with DBSCAN; DBSCAN finds 10 clusters, but not a single object in the dataset is classified as a border point (objects in the datasets are either outliers or core points). What does this fact tell you about the obtained clustering? [3]
d) Grid-based clustering algorithms are quite popular for clustering very large datasets. Why? [3]
6) Data Mining in General [6]

How can data mining help scientists in their work? Limit your answer to at most 5 sentences!
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Q1 a)  Root test: A >= 0.32

	
	           0.22
	0.31
	0.33
	0.39
	         0.41

	Root
	0.2
	0.265
	0.32
	0.36
	0.4
	0.42

	
	<=
	>
	<=
	>
	<=
	>
	<=
	>
	<=
	>
	<=
	>

	Co
	0
	4
	2
	2
	3
	1
	3
	1
	4
	0
	4
	0

	C1
	0
	3
	0
	3
	0
	3
	2
	1
	2
	1
	3
	0

	GINI
	0.49
	0.342
	0.214
	0.486
	0.38
	0.49
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	Parent

	C0
	4

	C1
	3

	GINI
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 = 0.489 – 0.214 = 0.275

Q1 b) It is because gain ratio considers number of nodes in the decision tree whereas information gain and GINI do not. (Using GINI or information gain generally leads to many leaf nodes containing a small number of examples. Gain ratio penalizes splits into many branches by dividing by the entropy/GINI value of the split.)

Q1 c) Overfitting is a phenomenon that training performance increases while testing performance decreases. It occurs when the decision tree becomes too large, its test error rate begins to increase even though its training error rate continues to decrease.

Overfitting in decision tree can be handled by prepruning (early stopping rule) or post-prunning. In the former method, the tree-growing algorithm is halted before generating a fully grown tree that perfectly fits the entire training data. To do this, a more restrictive stopping condition must be used; i.e. stop expanding a leaf node when the observed gain in impurity measure falls below a certain threshold. For the latter method, the decision tree is initially grown to its maximum size. This is followed by a tree-pruning step, which proceeds to trim the fully grown tree I a bottom-up fashion. Trimming can be done by replacing a subtree with 1) a new leaf node whose class label is determined from the majority class of records affiliated with the subtree, 2) or the most frequently used branch of the subtree.

Q1 d) Yes
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Q2 a) 
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The covariance measures the degree to which two attributes vary together and depends on the magnitudes of the variables.

Q2 b)

	
	Petal length/sepal length

	Characterize the distribution of each class in the attribute space (uni-modal or multi-modal?)
	Uni-modal for each class

	Characterize the overall distribution (including all examples), i.e. correlation
	Petal length and sepal length appear to be linearly correlated for Versicolour and Virginica, but not for Setosa.

	Analyze the separation between pairs of classes.
	Using petal length, Setosa is perfectly separated from other two classes while Virginica are fairly separated from Versicolour.

	If classes overlap characterize the extend to which they overlap.
	Using petal length, there exists minor overlapping between Virginica and Versicolour

	If decision boundary between classes can be inferred, characterize those decision boundaries
	The three classes can be linearly separable: 

petal length<2.5(Setosa), 

2.5<petal length<4.5 (Versicolour), 

Petal length>4.5(Virginica)

	Assess the difficulty of the classification based on your findings of looking at a set of scatter plots (Easy/Moderate/Hard)
	Easy

	Outliers
	Very few


Q2 c) No, the histogram doesn’t provide a good approximation of the distribution of attribute A because the distribution of attribute A is multi-modal of 3 dense areas with significant gaps between them, and the given histogram suggest that the value of A are evenly distributed.  A better histogram for attribute A is to shift the starting value of bin by 0.5 to identify the three  gaps  as well as the three dense area.

Q3 a) K-means is popular because it is relatively efficiency and easy to use. It uses implicit fitness function and terminates at local optimal. Its storage complexity is only O(n).  Its properties are well understood.

Q3 b) 

	D(1,2)=2
	D(1,3)=1
	D(1,4)=5
	D(1,5)=3

	
	D(2,3)=3
	D(2,4)=3
	D(2,5)=3

	
	
	D(3,4)=1
	D(3,5)=5

	
	
	
	D(4,5)=2


R = {1,3,4} ( cluster = {{1,2}, {3}, {4,5}} ( SSE = 22+22 = 8

Next iteration,
R1={2,3,4} ( cluster = {{1,3},{2},{4,5}}(SSE = 12+22=5

R2={3,4,5} ( cluster = {{1,3},{2,5},{4}} or {{1,2,3},{4},{5}}(SSE = 12+32=10

R3={1,2,4} ( cluster = {{1,3},{2},{4,5}} or {{1},{2},{3,4,5}}(SSE = 12+22=5

R4={1,4,5} ( cluster = {{1,2,3},{4},{5}} or {{1,2},{3,4},{5}}(SSE = 22+12=5

R5={1,2,3} ( cluster = {{1,5},{2},{3,4}} or {{1},{2,5},{3,4}}(SSE = 32+12=10

R6={1,3,5} ( cluster = {{1,2},{3,4},{5}}(SSE = 22+12=5
The new set of representatives is chosen from the following set: {R1, R3, R4, R6}.
Q4) (3pts) The framework finds interesting places and their associated patterns in spatial datasets. The interestingness is captured by a reward-based fitness function; the fitness function captures what the domain expert is interested in. (2pts for other issues)

Q5 a) The time complexity of the DBSCAN algorithm is O(n ( time to find points in the Eps-neighborhood), where n is the number of points. In worst case, this complexity is O(n2). However, in low-dimensional spaces, there are data structures, such as kd-trees, that allow efficient retrieval of all points within a given distance of a specified point, and the time complexity can be lowered to O(nlogn).

Q5 b) Yes, DBSCAN grows clusters around core points and there is no limitation on the growth process with respect to particular shapes or directions. It connects points, without regard for shape, based only on the data set density that is determined by the algorithm two parameters. 

Q5 c) The clusters in the dataset  are well separated; points belonging to two different clusters are at least two radii apart from each other.

Q5 d) Complexity of grid-based clustering algorithms depends on number of grid cells which usualy are relatively small, not depend on the large number of objects in the dataset. The algorithms do not require distance computation. Finally it is easy to determine which grid cells are neighboring.

Q6 (only sketch)

Data sets are growing that contain valuable knowledge(Data Mining help scientists for hypothesis formation/finding interesting patterns/segmenting data  and in classification/prediction to extract valuable knowledge from such datasets.
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