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The exam is “open books” and you have 85 minutes to complete the exam. The exam will count approx. 33% towards the course grade. The exam is slightly too long. Try to solve at least 90% of the exam problems! 
1) Ensemble Methods [7]
a) Ensembles use multiple classifiers to make decisions. What properties should a set of base classifiers have to form a good ensemble? [3]
· The base classifiers should be independent or partially independent of each other
· The base classifiers should have a respectable accuracy; e.g. perform petter than a random classifier. 
If these two properties are there in base classifiers, they form a good ensemble.
b) Ensemble methods are quite popular these days. Why? [2]
Classification accuracy is significantly higher than that of the base classifier, if the classifiers are independent (or even partially independent) 
c)  Assume you use AdaBoost; what are the characteristics of examples that have low weights? [2]
The examples that have low weight are examples that have been correctly classified in the previous rounds of boosting. 
2) ROC Curves [6]
a) Create the ROC-curve for the following classifier based on the results of applying a support vector machine classifier
 to the following 4 examples [4]:

	Example#
	Classifier-Output
	Selected 

Class
	Correct Class

	1
	-0.25
	
	

	2
	-0.02
	
	

	3
	+0.03
	+
	+

	4
	+0.23
	+
	+


	True Class
	 +
	- 
	+
	+
	

	 Thre. >=
	-0.25
	-0.02
	0.03
	0.23
	1

	TP
	3
	2
	2
	1
	0

	FP
	1
	1
	0
	0
	0

	TN
	0
	0
	1
	1
	1

	FN
	0
	1
	1
	2
	3

	TPR
	1
	0.67
	0.67
	0.33
	0

	FPR
	1
	1
	0
	0
	0
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b) Interpret the ROC curve! Does the curve suggest that the classifier is a good classifier? [2]
· The classifier has a better accuracy then random guess classifier when the FPR < 0.67.  The accuracy of the classifier significantly decreases once FPR goes above 0.67 where the accuracy of random guess classifier is actually better.  But overall, by calculating the area under the curve, this classifier is better than random guessing, but pretty far away from the ideal classifier. 
3) Association Rule and Sequence Mining [15]
a) Assume the Apriori-style sequence mining algorithm described at pages 429-435 is used and the algorithm generated 3-sequences listed below:
Frequent 3-sequences    Candidate Generation    Candidates that survived pruning
<(1) (2) (3)>

<(1 2 3)>

<(1) (2) (4)>

<(1) (3) (4)>

<(1 2) (3)>

<(2 3) (4)>

<(2) (3) (4)>

<(3) (4 5)>

What candidate 4-sequences are generated from this 3-sequence set? Which of the generated 4-sequences survive the pruning step? Use format of Figure 7.6 in the textbook on page 435 to describe your answer! [7]

b) Assume an association rule if smoke then cancer has a confidence of 86% and a high lift of 5.4. What does this tell you about the relationship of smoking and cancer? [2] 

Con = 86% ( 86% people who smoke tend to get cancer 
Lift = 5.4 ( Smoking increases the probability of getting cancer by a factor of 5.4
c) How are frequent item sets used by the Apriori algorithm to generate rules? [3]

· If an itermset is frequent, then all of its subsets must be frequent.  This helps in choosing only frequent itemsets.  It is used to eliminate some of the candidate itemsets without counting support values.  It reduces the number of comparisons.

· Each frequent item set is used to produce upto 2k-2 association rules.  These rules can be extracted by performing the item set Y into two non-empty subsets, X and X( Y, such that X( (Y – X) satisfies the confidence threshold.
c) What are the difficulties in using association rule mining for data sets that contain a lot of continuous attributes? [3] 

Association rule mining techniques have been designed for the discrete domain, and in order to apply this approach to datasets with continuous attributes the continuous attributes have to discretized. Discretization might loose valuable information and is quite difficult in practice. For example. if the intervals are too long, we may lose some patterns because of their lack of confidence.  If the intervals are too short, we may lose some patterns because of their lack of support. Finally, rules that have neighboring intervals in their left hand side and right hand side might need to be postprocessed to capture application semantics.
4) Nearest Neighbor Classifiers and Support-Vector Machines [15]
a) Compare Nearest Neighbor Classifiers and Support Vector Machines! What are the main differences between the two approaches? [6]
	Nearest Neighbor Classifiers
	Support Vector Machines

	It considers instances in a database to classify, lazy method; classification is slow but there is no need for learning 
	It considers the whole database to build a model

	Consider only the neighborhood to classify(local classifer
	Maps objects into higher dimensional space to classify

	Uses multiple decision boundaries that are convex polygons that can be described by Vornoi diagrams
	Uses a single, global decision boundary which is a usually high-dimensional

	Lazy learner, so doesn’t build a model of the training data
	Builds the model of the training data by using kernel function to map the data in higher dimensions

	No training cost 
	Very expensive to learn

	Distance function is critical; scale of attributes may impact predictions 
	Kernel function is critical

	Can handle multiple class output directly
	Can handle only two class output.  To handle multiple class outputs, several binary classifiers need to be learned to separate instance of class from rest of classes

	No slack variables to handle errors
	Introduces slack variables to handle errors

	
	Scale of attribution does not affect prediction

	Finds local maxima only
	Finds global maxima


b) Assume you use the support vector machine approach for the non-separable case, whose objective function is describes on page 268 of the textbook for a difficult classification problem. What approach would you use to find good values for the parameters C and k of the objective function? [3]
use n-fold cross-validation on a validation set!
c) Assume you want to use support vector machines for classification problems involving more than two classes. Propose a generalization of support vector machines of your own preference for non-binary classification problems! [6] 

Answer not giving
5) Clustering [10] 
a) What is a density attractor in the DENCLUE’s density-based approach? How are density attractors computed? How are density attractors used by DENCLUE to form clusters? What are the characteristics of an outlier in DENCLUE? [7]
· Density attractor: it is a local maxima of the overall density function.  

· Computed: based on hill climbing approach.
· Used to form clusters: the set of data points associated with the same density attractor becomes a cluster.  

· Characteristics of outliers:  A point is an outlier if its corresponding density attractor has a density lower than certain threshold.    
b) K-means has a complexity of O(t*k*n).  Explain! [3]
t = number of iteration, k = number of clusters, n = number of points
In each iteration, all the n points are compared to k centroids to assign them to nearest centroid.  This happens for t iterations.
6) Preprocessing [7]
a) What is the goal of supervised discretization? [4]
· Discretization relying on class labels to obtain “good” intervals so that a classificr with high accuracy can be learned for a given classification problem. 
· To maximize the purity of the intervals created, it generates the intervals that produce minimum entropy.
· Start with each attribute value as a separate interval and create large intervals by merging adjacent intervals that are similar.  It finds entropy which measures the purity of an interval.  If an interval contains only values of the class, entropy = 0.  If classes of values in an interval occur often, entropy = maximum.  Each value needs a possible split point.  Class information is used in supervised.

b) What are the objectives of feature subset selection? [3] 
· To reduce the dimensionality of data to facilitate creating models and finding patterns for a data mining algorithm(finding better solutions
· To remove redundant and irrelevant features from the dataset

· To reduce the time of execution (reduce computation) of a data mining algorithm(increase algorithm speed 





































































Candidate Generation:


<(1) (2) (3) (4)> ( survived


<(1 2 3) (4)> ( pruned, (1 3) (4) is infrequent


<(1) (3) (4 5)>( pruned (1) (4 5) is infrequent


<(1 2) (3) (4)>( pruned, (1 2) (4) is infrequent


<(2 3) (4 5)>( pruned,  (2) (4 5) is infrequent


<(2) (3) (4 5)>(pruned, (2) (4 5) is infrequent














What if the ans are correct, but this part of description isn’t giving??  Do I need to take any points off?? Give an extra point if explanation is correct and present; otherwise subtract a point; more than 2 errors: 2 points or less!





























Candidates that survived pruning:


<(1) (2) (3) (4)>











� We assume that the classifier assigns class ‘+’ to an example if the returned value is greater 0, and class ‘-‘, otherwise.
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