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The exam is “open books” and you have 85 minutes to complete the exam. The exam will count approx. 33% towards the course grade. 
1) Clustering [17]

a) What role do density functions play for the DENCLUE clustering algorithm; how does DENCLUE form clusters? [3]

DENCLUE uses a density function to form clusters; clusters are associated with (local) maxima the density function. 

Hill-climbing is used to associate objects with the maxima of the density function which are called density attractors.
Objects associated with the same hill/maxima of the density functions belong to same cluster.
b) Hierarchical clustering algorithms compute a dendrogram;  what is a dendrogram?[2]

The dendrogram is a graphical representation of the results of hierarchical cluster analysis . It is a tree-like plot where each step of hierarchical clustering is represented as a fusion of two branches of the tree into a single one. The intermediate nodes of the tree represent clusters obtained through splitting/merging on each step of hierarchical clustering algorithms. 
Alternative answer: The dendrogram captures the history of the hierarchical clustering process; it indicates which clusters were merged (split) at which stage of the clustering process.
c) Agglomerative hierarchical clustering algorithms merge the pair of clusters that are the closest to each other. Is this always a good approach? [2+ 2extra points] 

NO.[1]

Merge neighboring cluster that are not closest to each other may lead to better solutions; [1]

Example [extra 2].
d) Compute the Silhouette for the following clustering that consists of 2 clusters: 
{(0,0), (0.1), (2,3)}, {(3,3), (3,4)}; use Manhattan distance for distance computations. Compute each point’s silhouette; interpret the results (what do they say about the clustering of the 5 points; the overall clustering?)![5]

Calculate a = average distance of i to the points in its cluster

Calculate b = min (average distance of i to points in another cluster)
s = (b-a)/max(a,b) 



      b                                   a                        s

0, 0:           (6+7)/2=6.5                (1+5)/2 =3              3.5/6.5=7/13=0.538    
0, 1:           (5+6)/2=5.5                (1+4)/2=2.5             3/5.5=6/11=0.545

2, 3:           (1+2)/2=1.5                (5+4)/2=4.5             -3/4.5= -2/3=-0.667    

3, 3:           (6+5+1)/3=4               1/1=1                      3/4=0.75

4, 4:           (7+6+2)/3=5                1/1=1                     4/5=0.8

How to interpret the results?  [2.5 point]
Cluster 2 is good; Cluster1 is not that good; its average silhouette is only 0.2; this is mainly caused by assigning the point (2,3) to the first cluster, although it is closer to the second cluster: this pathological assignment is indicated by the negative value of -2/3 for this point. 
e) The Top 10 Data Mining Algorithms article says about k-means “The greedy-descent nature of k-means on a non-convex cost also implies that the convergence is only to a local optimum, and indeed the algorithm is typically quite sensitive to the initial centroid locations…The local minima problem can be countered to some extent by running the algorithm multiple times with different initial centroids.” Explain why the suggestion in boldface is a potential solution to the local maximum problem. Propose a modification of the k-means algorithm that uses the suggestion! [5]
Using k-means with different seeds will find different local maxima of K-mean’s objective function; therefore, running k-means with different initial seeds that are in proximity of different local maxima will produce alternative results.[2] 
Run k-means with different seeds multiple times (e.g. 20 times), then compute the SSE of each clustering, return the clustering with the lowest SSE value as the result. [3]

2) Association Rule and Sequence Mining [18]

a)  How are rules generated by APRIORI-style association rule mining algorithms? How are frequent itemsets used when creating rules? [3]

Wrong answer check textbook!
For each frequent itemset, create all possible rules that contain the all items in the item set. Then for each rule compute support(all attributes of the rule)/support(attributes that occur on the lefthand side) which is the confidence of that rule; keep those rules whose confidence is above the confidence threshold. 
b) Assume the APRIORI algorithm identified the following seven 4-item sets that satisfy a user given support threshold: 

acde, acdf, adfg, bcde, bcdf, bcef, cdef. 

What initial candidate 5-itemsets are created by the APRIORI algorithm; which of those survive subset pruning? [3]

Acdef ,bcdef,[2]

None;[1]

c) Assume we have an association rule

 if  Drink_Tea and Drink_Coffee then Smoke 

that has a lift of 2. What does say about the relationship between smoking, and drinking coffee, and drinking tea? Moreover, the support of the above association rule is 1%. What does this mean? [3] 

People who drink tea and coffee are twice as likely to smoke 

1%:Fraction of transactions contain Drink_Tea and Drink_Coffee  and Smoke.
d) APRIORI has been generalized for mining sequential patterns. How is the APRIORI property defined and used in the context of sequence mining? [5]

Property: see text book [2]
Use: Combine sequences that a frequent and which agree in all elements except the first element of the first sequence, and the last element of the second sequence.
Prune sequences if not all subsequences that can be obtained by removing a single element are frequent. [3]
e) Give an example (just one example please!) of a potential commercial application of mining sequential patterns! Be specific, how sequence mining would be used in the proposed application! [4]

reasonable example [2]

explain[2]

3) Nearest Neighbor Classifiers and Support-Vector Machines [15]
a) The Top Ten Data Mining Algorithms article says about SVM: “The reason why SVM insists on finding the maximum margin hyperplanes is that it offers the best generalization ability.”  Explain why having wide margins is good! [3]
Tolerance for noise; minor errors in the attribute values are less likely to lead to misclassifications.
b) The soft margin support vector machine solves the following optimization problem:
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What does the first term minimize? [1]What does (i measure (refer to the figure given below if helpful)?[2] What role does the parameter C play? [1][4]
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Margin; distance to further away hyperplane of the two hyperplanes that define the margin (not the central hyperplan), measure the error; decides how much emphasis is put on the wide margins in contrast to classification errors.
c) K-NN (k-nearest-neighbor) classifies are lazy classifiers. What does this mean? What is the disadvantage of using lazy classifiers? [3]

lazy:= the model is “created” when a point is classified and not beforehand!
Disadvantage: due to the fact the model is created at classification time lazy classifiers tend to be slow! 
d) One challenge when using k-NN for classification to find a proper value for the parameter k (# of nearest neighbors used). Suggest an approach that determines a good value for k to solve a particular classification problem! [3] 

Use N-fold crossvalidation! Other answers might get partial credit!  
e) K-NN is called a local classifier; what does this mean? [2]

Makes decision only using nearby examples of the points to be classified.
Also correct: Multiple models are used that vary in the attribute space. 
4) General Questions [13]

a) Assume you use an ensemble approach. What properties should base classifiers have to obtain a highly accurate ensemble classifier? [3]

The classifiers should be diverse; that is, they make different errors.[2]

The classifier should be accurate.[1]

b) How can PCA (principal component analysis) be used for dimensionality reduction? Limit your answer to 3-4 sentences. [3] 

Compute the principal components;

Then just take the subset of the principal component that explains most of the variance of the dataset; the cardinality of the subset determines the degree of dimensionality reduction.

c) Assume a normalized attribute of an object has a z-score of 2; what does this say about the object’s attribute value in relationship to the values of other objects? [2] 

It is 2 standard deviations lower than the mean value.

d) What does it mean if an attribute is irrelevant for a classification problem? [2]

The attribute is not helping in the classification; the distribution of the attribute does not provide any clues which class should be assigned to a particular example. 
e) What is the main difference between nominal and ordinal attributes? How does this difference effect similarity assessment? [3] 

The values of ordinal attributes have an order.  Similarity is determined by computing how far are attribute values are apart with respect to the ordering.
Nominal attributes do not have any order. Similarity is 1 if the attributes are the same, and 0 otherwise.
5) Spatial Data Mining / Spatial Analysis [5] 
a)  Most spatial datasets exhibit autocorrelation. What does this mean? [2]

Things that are close to each other are more similar to those are far away.

b) How is spatial regression different from traditional regression? [3]
Spatial regression uses multiple regression functions [1]

Regression function changes in the space of spatial attributes; different regression functions are used depending of the location of the object for which a prediction has to be made.[1]

Traditional regression just uses one regression function.[1]

PAGE  
6

