Dr. Eick

COSC 6397 “Data Mining” Homework2 (Draft) Fall 2005
Due: Mo., October 10, 10a (electronic submission).
7) Assume the following example data set is given and GINI is used as the evaluation function. What test condition will be created for the root of the decision tree by the decision tree learning algorithm assuming binary splits?
	A
	Class

	0.2
	1

	0.2
	1

	0.3
	0

	0.35
	0

	0.38
	1

	0.38
	1

	0.39
	1

	0.43
	0

	0.43
	0

	0.44
	0

	0.47
	1

	0.47
	1

	0.5
	1


8) Assume we evaluate two classifiers C1 and C2 on the same data sets using 5-fold cross validation repeated twice, and we observe the following accuracies for C1 and C2: 
C1 accuracies: 0.90, 0.80, 0.85, 0.84, 0.83, 0.88, 0.89, 0.83, 0.84, 0.84

C2 accuracies: 0.95, 0.75, 0.82, 0.79, 0.81, 0.83, 0.86, 0.80, 0.81, 0.78
For a t-distribution table see (the table in the Tan textbook seems to be in the wrong order!): http://www.itl.nist.gov/div898/handbook/eda/section3/eda3672.htm
http://www.math.bcit.ca/faculty/david_sabo/apples/math2441/section8/smallsampmean/tdist/tdist.htm
Can we believe with 80/90/95% confidence (1-) that C1 is significantly better than C2 (don’t forget that this is a two sided test two-sided test!!)? 
9) Tan book Problem 4.8; answer problems a-c and the following additional question d:
d) Assume you use post-pruning based on the validation set generalization error. Would you recommend to prune the tree or would you keep the original decision tree? Give reasons for your answer! Using the validation set compare the accuracy of the pruned tree with the original tree; if the pruned tree has the same accuracy, replace the current tree by the pruned tree.
10) Assume that a classification problem is given that assigns classes based on two attributes x and y in [0, 1] as follows:

If (x-0.5)2 + (y-0.5) 2 < 0.25 then class BLUE else class RED

Assume various classification techniques are used to learn the previously defined classification function. 

However, occasionally
 x, y coordinates are not precise due to noisy measurements. 
a. Depict the dataset! 

b. Is the problem linearly separable? No
c. Do you believe that a decision tree algorithm will do well for the problem? Give a reason for your answer! No, a lot of small rectangles will be needed to approximate the decision boundaries of the circle properly, many of which have to be constructed based on very training few examples. This makes the construction of rectangles highly sensitive to noise, and will likely result in overfitting.
d. Give a brief description how a support vector machine will obtain a classifier for the problem. Do you believe support vector machines are suitable for the problem?
11) Assume you create a Delaunay triangulation for a data set. If there is a triangle between objects o1, o2, o3, what does this tell you about the relationship of o1, o2, and o3? If 1-NN is used there is a decision boundary between the points belonging to the triangle. How can a Delaunay triangulation be used to reduce the size of a dataset without changing the decision boundaries of a 1-nearest neighbor classifier? Remove all points o whose triangles only contain points that belonging to the same class as o.
12) Questions

a. Compare Wilson editing with condensing techniques. What are the main differences between the two approaches?
b. Support vector machine seek for margin optimal hyperplanes that separate the examples of two classes. What does this mean?
c. Assume you apply Wilson editing to a dataset for which a 1-NN classifier achieves an accuracy of 95%. Will a lot of example be removed by Wilson editing?

� The probability for that happening is 2-5%
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