Dr. Eick

COSC 6397 “Data Mining” Homework3 Fall 2005

Due: Tuesday, November 8 in class 
12) see Homework2
13) Using Support Vector Machines [(24]

In this project, we will apply support vector machines with different kernal functions to two classification problems, by passing through the following steps:

1) Familiarize yourself with the LIBSVM support vector machine tool, see: http://www.csie.ntu.edu.tw/~cjlin/libsvm/ 

2) Install the software on a computer of your choice

3) Familiarize yourself with the Diabetes and Modified Wyoming Dataset (http://www2.cs.uh.edu/~kwee/research/datasets/index.htm)

4) Preprocess the datasets so that they can be used in LIBSVM

5) Learn different classifiers using a C-SVM using the following kernal functions for the Modified Wyoming
 and the Diabetes Dataset

a. Linear kernel  
b. Radial basis function using two different parameters for gamma

c. Polynomial kernel  with degree=3

6) Determine the accuracy for the two datasets for the four tested kernal functions. Preferably use n-fold cross validation (see –v option of the tool)

7) Write a 2-4 page report that summarizes the project results, describes how SVM parameters were selected; also report on your experiences in using support vector machines, and describe problems you encounted when performing the project.

14) Assume the following points are given: (2,2), (3,3), (7,6), (6,7), (7,7), (1,2), (5,3), (9,9). Moreover, Manhattan distance is used as the distance function, and min-distance is used as the cluster distance function. 
a) Assume that agglomerative hierarchical clustering is applied to the problem, and the algorithm terminates when only four clusters are left. What will be the result of the clustering process? Provide computations you performed to reach the result! [3]
b) Now assume DBSCAN is applied to the same problem with MINPOINTS=2 and (=3 (a point o belongs to the neighborhood of a core point c, if the Manhattan distance between o and c is 3 or less (d(o,c)(3); what will be results of applying DBSCAN; which points in the dataset of core, border, or outliers (noise points)? Does the result change, if we set MINPOINTS to 3? [5]
15) Compare DBSCAN, STING and CLIQUE. What do the algorithms have in common? What are the main differences between the three algorithms? Limit your answer to at most 12 sentences. [8]
16) Compare the clusters that can be found with K-means with clusters that can be found with grid-based clustering algorithms (e.g. the basic grid-based algorithm). Give examples that illustrate limitations of both approaches! [7]
� The Modified Wyoming Dataset comes in different sizes; run the experiments for the largest feasible dataset size.
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