Dr. Eick

COSC 6397 “Data Mining” Homework4 Fall 2005

Initial Draft (to be discussed in the Nov. 22 class)
Due: Saturday, December 3, 11p; e-mail your solution to Rachsuda (rachsuda@cs.uh.edu)
17) What is the relationship between Voronoi diagrams and K-means clusters? What can Voronoi cells tell us about the clusters that have been found by k-means? [5]
18) The textbook mentions that Association rule mining in general, and the APRIORI algorithm in particular can be used to find clusters in subspaces, as exemplified by the CLIQUE algorithm. Outline a possible implementation of the CLIQUE algorithm, centering on how association rule mining can contribute to the implementation of this algorithm [16].
19) Solve problem 6.3 of the textbook [6]
20) Assume we want to mine rules of the form X ((Y where X and Y are sets of items that maximize a measure of interestingness called Lift:

Lift(X,Y)(= confidence(X(Y)/support(Y) 
Assume we mine rules using this measure for the transaction set given below:
T1: a,b,c,d

T2: b,c,d

T3: a,b,d,e

T4: a,c,d,e

T5: b,c,d,e

T6: b,d,e

T7: c,d

T8: a,b,c

T9: a,d,e
T10: b,d

We only consider rules that have a single item on the left hand and right hand side; e.g X((Y and we additionally request X<Y. Compute the 3 rules that have the highest lift for the given set of transactions. How is using lift as the measure of interestingness different from using the traditional association rule mining algorithm? What kind of relationships does lift association rule mining reveal? Is the lift measure symmetrical? Give reasons for your answer! [7]
( If support(Y)=0 the measure’s value is assumed to be 0).
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