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The exam is “open books” and you have 75 minutes to complete the exam. The exam will count approx. 26% towards the course grade.
1) K-Means [14]

a) K-Means does not explicitly use a fitness function. What are the characteristics of the solutions that K-Means finds --- which fitness function does it implicitly minimize? [2]

K-Means will find k-clusters that are a local minimum of the sum of the  squared distance between objects in the dataset and the centroid of the cluster they belong to. 
b) The complexity of K-Means is O(t*k*n*d). Explain! [3]


t: #iteration  k: number of clusters  n: #objects-to-be-clustered  d:#attributes 
In each iteration, all the n points are compared to k centroids to assign them to nearest centroid, each distance computations complexity is O(d).  Therefore, O(t*k*n*d). 
c) In general, K-means is limited to find clusters having complex shapes. What could be done to enable K-means to find clusters in arbitrary shapes (e.g. consider a post processing method)? [4]
Many possible answers; if not properly explained only 1-3 points. 
d) Assume the following dataset is given: (2,2), (4,4), (5,5), (6,6),(9,9) (0,4), (4,0) . K-Means is run with k=3 to cluster the dataset. Moreover, Manhattan distance
 is used as the distance function to compute distances between centroids and objects in the dataset. Moreover, K-Mean’s initial clusters C1, C2, and C3 are as follows:
C1: {(2,2), (4,4), (6,6)}     
C2: {(0,4), (4,0)}

C3: {(5,5), (9,9)}
Now K-means is run for a single iteration; what are the new clusters and what are their centroids? [5]

Center c1: (4,4)  Center c2: (2,2)  Center c3: (7,7)

d(2,2)(4,4)=4; d(2,2)(2,2)=0; d(2,2)(7,7)=10;
d(4,4)(4,4)=0;d(4,4)(2,2)=4;d(4,4)(7,7)=6;

d(5,5)(4,4)=2;d(5,5)(2,2)=6;d(5,5)(7,7)=4;

d(6,6)(4,4)=4;d(6,6)(2,2)=8;d(6,6)(7,7)=2;

d(9,9)(4,4)=10;d(9,9)(2,2)=14;d(9,9)(7,7)=4;

d(0,4)(4,4)=4;d(0,4)(2,2)=4;d(0,4)(7,7)=10;

d(4,0)(4,4)=4;d(4,0)(2,2)=4;d(4,4)(7,7)=10;

So: c1{(4,4),(5,5),(0,4),(4,0)}     or      c1{(4,4),(5,5 )}               or…
      c3{(6,6),(9,9)}                                c3{(6,6),(9,9)}

2) PAM, DBSCAN, CLEVER [13]
a) How does PAM(K-medoids) form clusters; how does DBSCAN form clusters? [4]

DBSCAN takes an unprocessed core point p  and forms a cluster for this core-point  that contains all core- and border points that are density-reachable from p; this process continues until all core-points have been assigned to clusters. In summary, forms clusters by recursively computing points in the radius of a corepoint. If they give the first answer, or the second answer(2 points
PAM forms clusters based on a set of k representatives, which belong to the dataset.  Each representative corresponds to a cluster, and clusters are formed by assigning objects to the dataset to the closest representative (using a 1-NN query with respect to the set of representatives)

Giving algorithm code is not a proper answer here(the purpose of this question is to see if you understand how the algorithm works. 
b) What are the characterics of noise points in DBSCAN? [2]

It is not the core point[1], and the point is not in the radius of a core point[1].
c) Assume you apply DBSCAN to the same dataset, but the examples in the dataset are sorted differently. Will DBSCAN always return the same clustering for different orderings of the same dataset? Give reasons for your answer [3]
No;[1] if the dataset contains border points that are in the radius of two or more core points, different processing orders of  those corepoints will lead to different clustering;[2]
d) What are the main differences between PAM and CLEVER? [4]

       PAM: Compute all solutions in the neighborhood of the current solution[1]; 

Clever samples (uses only a subset) of the objects in the neighborhood [1] 

using randomized hill climbing [1/2]
      For PAM the number of clusters (k) is fixed [1]
       CLEVER uses a larger neighborhood size [1/2]
      CLEVER uses deletion and insertion in addition to replacement to modify the current set of representatives [1/2]

      CLEVER creates the initial set of representatives randomly, whereas PAM uses a greedy algorithm [1/2]
At most 4 points…
3) Region Discovery [5]
What are the main applications of region discovery? How are region discovery algorithms different from traditional clustering algorithms?  Limit your answer to 4-6 sentences!
      Solution Sketch:

1. Finding interesting places in spatial datasets; [2]
2. 
· allow for plug-in fitness fitness function;  [1]
· clusters are created in the subspace of the spatial attributes (e.g. longitude/latitude) and not in the complete attribute space  [1]

4) Decision Trees/Classification [17]
a) Compute the GINI-gain
 for the following decision tree split[4]:
GINIbefor=1-(10/30)2-(20/30)2
GINIafter=(7/30)*0+(10/30)*(1-(2/10)2-(8/10)2)+(13/30)*(1-(1/13)2-(12/13)2)
GINI-gain=GINIbefore-GINIafter
b) What decision trees does the GINI measure prefer? [2]

Prefers partions with high purity;[2]
c) What are the characteristics of overfitting in the context of decision trees? What are the characteristics of underfitting in the context of decision trees? What can be done to avoid underfitting/overfitting (just enumerate techniques to cope with this problem!). [5]


Solution Sketch

            Overfitting: The learnt model is too complex; [1.5]

Underfitting: The learnt model is too simple; [1.5]

Pruning [2]
d) Provide a decision tree that captures the following Boolean function (A,B, C are Boolean attributes and C1 and C2 are classes)[3]: 

If (A(B) ( C THEN C1 ELSE C2
	A
	B
	C
	result

	1
	1
	0
	1

	1
	1
	1
	1

	1
	0
	1
	1

	1
	0
	0
	0

	0
	1
	1
	1

	0
	1
	0
	0

	0
	0
	1
	1

	0
	0
	0
	0
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Provide a properly labeled minimal tree; e.g if A(B is true a leaf labeled with C1 should be reached

If they create too complex trees, give only one point!
e) Are decision trees suitable for classification problems where classes have multi-modal distributions? [3]
Yes;[1]

 Decision trees can learn disjunctive concepts[2]  OR  for continous attributes class distributions are approximated by using sets of rectangles;[2]

5) Data Mining in General [6]
How can data mining help scientists to conduct their research? Limit your answer to 5-8 sentences! 
No answer given. Essay-style question; use complete sentences in your answer; if answer is not presented clearly and convincingly some points will be taken away. 
6) Exploratory Data Analysis [9]
a) What role does exploratory data analysis play in a data mining project? [4]
a. Create background knowledge about the problem at hand;

b. Examine and validate data;

c. Form hypotheses;

d. Assess difficulty of the problem to be solved;

e. Selection of techniques that will actually be (not be) used to solve the problem;

f. Unexpected Findings in EDA( usually a problem, but sometimes a discovery. 
b) Assume two attributes have a covariance of 0? What does this tell about the relationship between the two attributes? [2]
No linear relationship; [2] Or Correlation = 0;[2] 
c) Interpret the following BMI-histogram (that captures the the BMI-distribution for a group of human beings)! [3]

Sketech:

Uni-modal [1]
2 gaps        [1]

Skewed      [1]









































































































� d((x1,x2),(x1’,x2’))= |x1-x1’| + |x2-x2’|


� (GINI before the split) minus (GINI after the split)
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