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1. Reinforcement Learning (11 points)

2. Bellman Equations (7 points)

3. A* and heuristics (9 points)
4. Logical Reasoning (14 points)
5. Questions (7 points)

6. Neural Networks (16 points)
Point Total (out of 64):

Number Grade:

The exam is “open books and notes” and you have 80 minutes to complete the exam. Write all your answers on this document.

1) Reinforcement Leaning [11]
Assume we have an agent that continuously moves through a world (using operators north, south, east, west) receiving rewards (and punishment) for visilting particular states. The agent knows what state he/she is in, but the rewards for reaching particular states are not known in advance and also change over time.  Devise a strategy (including a policy and an approach for utitlity estimation) that  centers on maximizing the agent’s life long rewards in such a world. 
2) Reinforcement Learning --- Bellman Equations [7]
a) Give the Bellman Equations (as described on the bottom of page 619 of our textbook) for states 5, 6, and 8 for the ABC-World given on the last page of the exam [4]

b) Assume we solve the Bellman equation system (e.g. using dynamic programming) --- how can the knowledge from solving the equation system be used to make an agent that operates in the ABC-World smarter? [3]
3) Heuristic Search [9]

Assume the maze, depicted below, is given in which a robot has the task to move 

from an initial position (0,0)=(x=0,y=0) to the goal position (4,0)=(y=4,x=0). The available operators are north, south, east, and west that move the robot one field in the indicated direction. However, the robot cannot move through the walls that are depicted below; e.g. if the robot faces a wall in the north it cannot move north.
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(2,0) (2,1) (2,2) (2,3) (2,4)

(3,0) (3,1) (3,2) (3,3) (3,4)

(4,0) (4,1) (4,2) (4,3) (4,4)

Assume A* is used for this particular problem (with g(s) measuring the number of moves from the starting position to the position s).

a) Provide an evaluation function h(n) so that A* will find the optimal solution for the above search problem for any wall structure. [3]

h(x,y):=  |y-4| + |x|
b) Now provide a different state evaluation functions h’(s) that deceives A* in the sense that it terminates with a sub-optimal solution for the wall structure depicted above. Explain briefly why A* no longer finds the optimal solution, if h’(…) is used. [6]

h’(x,y):= If y=3 and x=0 then 10000 else 1
4) FOPL [14]
a) Express the following sentences using FOPL[7]:
a) Every dog catcher in Houston earns more than $5000 per year.

b) Fred passed every exam that was given in COSC 2320.

c) At most one student is registered for COSC 2320.
b) Transform the following predicate calculus formula into clauses [4]
(a(b(c(d (P(a,b,c) ( Q(c,d) ( (Q(d,c) ( R(a)))
c) Why is there a problem for FOPL theorem prover to terminate if a particular statement cannot be proven? [3]
5) Questions [7]

a) What does the Physical Symbol System Hypothesis say? Assume that the hypothesis is false, what would be the impact on Artificial Intelligence? [4]
b) What role does N-fold cross validation play when developing intelligent systems for classification tasks? [3]
6) Neural Networks [16]

a) Assume a neural network with the architecture specified below that uses the sigmoid activation function is given; assume that the backpropagation algorithm is used and the current weights of the neural network are: w13=w12=1=w24=w34=1 and the learning rate is 0.5. How would the neural network algorithm update the weights w12 and w24 for the training example (I1=1, a4=1; that is for the input 1 the “correct” output is 1)? [8] 


b) Give (you need not to learn it!) a 1-layer or multi-layer perceptron that uses the step activation function and which computes the following boolean function 
X=A and (not(B) or C) 
where A, B, C are the inputs of the perceptron and X is the output of the perceptron[5].
c) Why is learning multi-layer networks more complicated than learning single layer neural networks? [3]
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