
"Naive" Bayesian Approaches BAYES-1 

1. Reasoning Under Uncertainty using Bayes' Theorem

problem: the patient shows the symptoms S1, 
... 

, 
Sm and no other 

symptoms - what is the probability that the patient has the disease Di?

available data: 
P(Di) := the a priori probability that the patient sufferes from disease 

Di; the probability that the patient has the disease before any symptoms 
have been observed. 

Aij = P�jJ�i) := Estimates the relationship between the occurrence 
of the symptom Sj and the occurrence of the disease Di, For example: 
Aij = 8 expresses that the symptom occurs 8 times more frequent if the 
patient has the disease (in this case the symptom provides some positive 
evidence for the disease). On the other hand, Aij = 0.125 expresses that 
the symptom occurs 8 times less frequent together with the disease(in this 
case the symptom provides some negative evidence for the occurrence of the 
disease). Finally, Aij � 1 expresses that the symptom Sj does not provide 
any evidence at all for the occurrence of the disease Di.

solution: Under the conditional independence assumption ( concerning 
the symptoms involved in the reasoning process and concerning the symp
toms assuming the disease is present) the probability of having the disease 
Di when showing the symptoms S1, 

... 
, 

Sm can be calculated as follows: 

m 

P(Di IS1, ... , Sm) = P(Di) X II Aik
k=l 

Another formulation that facilitates calculations is the following: 

m 

log2(P(Di IS1, ... , Sm))= log2(P(Di)) + L log2(Aik)
k=l 

remark: in most systems Aij is called the "new evidence multiplier"

- warning: do not mix up with ;;�,��:
) 

the odds-multiplier for rules in
PROSPECTOR. 






