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Abstract—Making wireless sensor node platforms energy-
efficient is one of the major research thrusts in the sensor network
community. Energy metering lies at the foundation of this
research, either by providing direct measurements for profiling,
or by serving as the base for the formulation and fitting of energy-
usage models. Most of the literature and tools, however, make
their measurements on a very small subset of the node population,
and usually at a single point in time, before deployment. In
this paper we set out to evaluate the cost, in loss of precision,
of not having constant and ubiquitous measurement. Through
experiments on a 240-node sensor-network testbed, we find that
the variations in energy consumption due to temperature change
are small, and we establish a model between environmental
temperature changes and power consumption of Quanto testbed
motes. We also find that different nodes of the same kind can
have up to 15% variation in power draw, suggesting a need
to deploy instrumentation on a subset of nodes. We quantify
the energy estimation error of different metering techniques and
characterize the conditions in which the errors disappear. Overall,
we find that a small number of measurements in time and across
nodes is adequate for accurate estimation of network-wide energy
use.

I. INTRODUCTION

Energy is the most limiting resource in a sensor network
deployment, as its usage determines the frequency and nature
of the activities the network can perform, and, ultimately, its
lifetime. Understanding and optimizing this usage, then, is of
utmost importance for developers and users alike. Not surpris-
ingly, energy-efficiency has been a major research thrust in the
community. There exists a vast literature, dating back to the
advent of mobile computing, on measuring and profiling [30],
[27], modeling [4], and predicting energy [25] on a variety of
platforms.

Measurement or estimation of power used by a node or
a network allows us to reliably compare energy efficiency of
different systems or protocols. Such comparisons allows us to
validate if a proposed idea advances the state of the art in
energy efficiency in wireless sensor networks.

Two approaches to estimate power have found widespread
use in the community. One can directly measure power [30],
[13], [14]. Or, one could estimate power using a model
based on events observable by the running system, such as
performance counters [2], [3], system calls [6], [24], messages
sent [32] or time spent at different activities [12], [8], [33]. For
the approach that uses energy models to estimate power, the
ground truth established from real measurements lies at the
foundation of their results.
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Due to resource limitations, the infeasibility of deploying
measuring equipment alongside nodes in a network, or simply
because the reason for having models is not to have to measure
on deployed nodes, most of these studies only measure energy
consumption on one [31], or a few [16], [20] nodes, extrap-
olating or generalizing the results both in the time and space
dimensions, i.e., applying the results from measurement time to
run time, and from one node to other nodes. As an example,
the Motelab testbed [31] included one node connected to a
digital multimeter (no doubt a great resource!), but the user
had to draw any energy-related conclusion for a deployment
by extrapolating measurements from this node. The same
approach is used to estimate energy use in simulators. For
example, powerTOSSIM [28] comes with a model for how
much energy is used in what operation. This model is used to
extrapolate the energy used by a network of nodes during the
simualtion.

As a result of the same limitations that prevent ubiquitous
measurement, assessing the impact of these extrapolations is
hard, and rarely done. There are two main concerns with
such extrapolations. Do we need to use different energy model
at different times or different temperatures? Many sensor
networks are deployed in places where there could be a
large change in temperature. Second, does the power model
constructed with one or a group of nodes accurately represent
the power used by all the nodes in the network, even when the
workload is identical?

In this paper, we set out to answer precisely these ques-
tions, by looking at the difference between ground truth energy
measurements and model-based extrapolation that is widely
used in the sensor network research community. Using a
testbed with 240 nearly identical nodes all equipped with
calibrated energy usage meters, under both simple and real-
istic workloads, we characterize the accuracy of model-based
estimation of sensor network energy use.

We find that power draw variation across temperature is
small suggesting we do not need to change the model over
time. This conclusion suggests the soundness of the most
common practice in the community: we typically use the same
model to extrapolate energy over time, even in a long running
deployment. Similarly, in simulations, we use the same model
over time. This paper presents the first dataset to validate this
practice.

The result of power measurements across the nodes, how-
ever, suggests that a simple model-based approach can cause
large errors in energy estimation. Across nodes, we found that



even for identically constructed nodes, there was a difference
of up to 15% in energy usage when running the same simple
workload. Furthermore, the error is not eliminated even if we
form a model using measurements on a group of nodes. While
variations across devices of same types have been published
in the context of smartphones [33], this paper presents the
first dataset showing the variation in power across mote-class
sensor nodes.

Our measurements reveal that the distribution of power
draw across the nodes is normal. We find that metering even a
small number of these nodes allows us to improve the accuracy
of network-wide energy use extrapolation. In our experiment, a
model formed by measurements on 15% of the nodes and using
that model to predict the network-wide energy use resulted in
an estimation error of up to 2.5% while the best fitting model
would result in an error of 1.8%.

II. RELATED WORK

There is an extensive body of work that measures and
models energy usage in embedded and portable devices. Instru-
mentation is the preferred method as it delivers a quasi-ground-
truth values, but it is usually obtrusive or requires modifications
to existing sensor platforms.

SPOT [18] is a sensor board containing a complete and
very accurate energy meter that can be read using the sensor
node I2C bus. This solution allows the sensor node to measure
its own energy consumption, but the energy meter itself draws
non-negligible power. Energy Bucket [1] delivers a constant
voltage to the target system while counting the number of
charge/discharge cycles of a buffer capacitor. Considering that
each cycle transfers the same amount of charge, we can
measure the amount of energy per cycle. The Bucket solution
also includes a software library that can be used to track
the energy state of the capacitor and relate it to program
states. The Energy Endoscope [29] is an integrated, low-power,
real-time energy monitoring system for Linux-based sensor
nodes running on top the LEAP2 platform, a low-power ASIC
capable of observing energy usage of multiple subsystems
in real-time. Energy is allotted to applications using a low-
overhead kernel-space energy measurement tool that integrates
with the observing hardware.

When detailed instrumentation is not available on a given
platform, we must resort to modeling. We divide the modeling
literature into two groups:

Counter-based models: Bellosa [2] pioneered the use of linear
models based on event counts, such as those provided by
performance counters, by noticing strong correlations between
specific counters and CPU power. Several other works fol-
lowed using similar approaches, varying in granularity and in
the scope of events used as inputs. Contreras and Martonosi
[7] used performance counters and a linear model for online
power estimation of CPU and memory in an XScale platform,
reporting average relative errors of 4%. Bircher and John [3]
extended a similar model to additionally account for energy
used by the chipset, I/O, and disk subsystems, and reported
errors of less than 9% for all subsystems. Mantis [12] used
measurements of CPU and disk utilization in addition to
performance counters for whole-system power profiling, and

achieved errors, for two platforms, within 15%. More recently,
McCullough et al. [22] compared several linear and non-linear
regression models based on performance counters, and found
that despite achieving good accuracy, these models perform
worse for individual hardware components that change power
states with no signals to the OS. In the scope of WSNs,
PowerTOSSIM [28] uses detailed measurements of the current
draw for each node component (MCU, radio, flash, LEDs,
sensors) in each mode (sleep, active, etc.) to infer energy-
consumption models to be used in simulation software.

Finite State Machine models: An implicit assumption of
the counter-based models is that each occurrence of an event
implies some energy expenditure. This assumption breaks
down if the marginal energy cost of an event is low compared
to the active power draw of a subcomponent. For example,
in the CC2420 radio [17], used in wireless sensor networks,
the power for transmitting a packet is almost the same as the
listening power, and that the number of transmissions is a very
poor estimator of energy usage [21]. Another problem with
counter-based models is that they require sampling, and suffer
from the inherent tradeoff between overhead and agility when
selecting a sampling rate.

An alternative approach that does not rely on this as-
sumption is to model the hardware subcomponents as finite
state machines (FSMs), and use events to trigger transitions.
These models can achieve higher accuracy than their counter-
based counterparts, as they arguably model devices as what
they really are: state machines. FSM models can more readily
accommodate domain knowledge, such as notions of batching
and timeouts, and can account for events or conditions which
cause state transitions, but do not, on their own, incur energy
usage.

In the realm of wireless sensor networks, Dunkels et
al. [8] modeled hardware components as two-state FSMs,
and used a linear model based on the time each component
spent on each state, multiplied by the previously measured
power draw of these states, to predict energy usage online.
Kellner [19] also used a state machine to model hardware
components in a sensor-network platform. The states are those
that have distinguishable power draws, and they also assign a
fixed amount of energy per transition. Quanto [14] breaks the
hardware subcomponents into logical units that can be on or
off and instruments device drivers to inform the OS of the state
of these units. It then splits the measured full-platform energy
provided by iCount [10] among the units based on a linear
model on the time each unit was on. Cignetti e al. [6] also
used a set of FSMs to model components in the Palm palmtop
computer, and suggested the use of system calls to trigger
transitions in the states of the model. Using a similar model,
but in the context of modern mobile phones, Pathak ef al. [24]
showed that an FSM model using input from the system-
call layer could significantly outperform counter-based models.
They attribute the improved performance to the presence of tail
power states, system calls that change power state but imply
no utilization, and to components that have no quantitative
utilization, but have distinct power states.



III. ENERGY ESTIMATION TECHNIQUES

In this section, we describe different techniques to estimate
energy used by a network.

A. A Global Constant Model for Node State

The easiest and the most common technique to estimate
energy is by using a single constant for node state to extrap-
olate the energy for the nodes in the network. For example,
if we have measured that a node draws certain current when
the radio is on, we can use that value to estimate the energy
used by other nodes when they turn their radios on. Instead
of performing measurements ourselves, sometimes we can
look up this value on the datasheets and use that value for
extrapolation across the network. If we use radio-on time as a
proxy for energy used, we are implicitly using this model to
estimate energy use in the network.

B. Individually Calibrated Node Model

A single constant model cannot represent energy profile of
all the nodes accurately because of manufacturing difference.
Different motes draw different current even when they execute
exactly the same workload. When two motes turn their radios
on, the current draw is not identical. The best way to address
these variations is by using different models to extrapolate
energy on different nodes. The simplest one is to use a
constant model calibrated for each node. For example, if our
measurement established that mote 1 draws 20.1 mA and mote
2 draws 20.2 mA in average when the radio is on, we can use
these measurements, which we call a constant energy model,
to estimate how much energy mote 1 and 2 use depending on
the radio-on time by using their respective energy model.

C. Individually Calibrated Node
Temperature-Energy Model

Model With Global

To further improve the accuracy of energy model, one can
incorporate the effect of temperature on the energy extrap-
olation. The most practical way to incorporate temperature
in the model is by making measurements on one or a small
number of motes at different temperatures and compute the
average energy at those temperatures. Using these averages,
we can come up with a single model that describes how energy
changes as a function of temperature. We can apply this single
model to all the individually calibrated models for each node.

D. Individually Calibrated Node Model with Individual

Temperature-Energy Model

Just like different nodes have different current draw at a
given temperature even when they execute identical workload,
the nodes can also have different energy profile across tem-
perature. To find this model for a node, we need to measure
energy used by a node at different temperatures and formulate a
model. Then, we can apply this model to the individual models
of the respective nodes. Thus, we have a more accurate model
for each node across different temperature. However, forming
individual temperature-energy model for each node is labor
intensive because it requires a number of measurements on
each node at different temperatures.

E. Direct Measurements

If the node is equipped with an energy meter, we can
directly measure the energy used by the node. If we assume
the meters are accurate, there is no error in energy reporting
using this technique.

IV. PLATFORM AND WORKLOADS

Our experiments uses the Quanto Testbed Mote [9], [11]
and the TelosB motes [26].

Quanto Testbed Mote. The Quanto Testbed Mote has a
mote core, an energy meter and calibration hardware. The
mote core serves as the “device under test” whose energy
consumption is to be studied. The platform is based on the
TI MSP430F1611 microcontroller and uses the CC2420 radio.
The mote core exposes the power supply lines for the micro-
controller, ADC, radio, and flash, allowing these distinct power
domains to be individually monitored. The iCount energy
meter [10] measures energy consumption by the device under
test and exposes this information to the device. To do so, it
adds a single wire between the built-in switching regulator
and the core microcontroller. The switching signal is directly
connected to an interrupt on the microcontroller, which steers
the voltage excursions to VCC or GND. Excursions occur at
every switch cycle, which permits us to calculate the energy
per quanta.

iCount Calibration. Even with input-voltage regulation,
an instrument is only as good as the fidelity of its calibration
process. If the energy data has to be compared between differ-
ent nodes on the network, it is essential to calibrate each node
to establish a relation between the switching frequency and the
energy per switch. To ensure that calibration is possible on-
the-fly, the Quanto Testbed motes include dedicated circuitry
to perform six-point calibration using 0.1% tolerance precision
resistors of 3M, 300k, 30k, 300, and 60.4 ohm. A multiplexer
allows the resistors to apply a range of loads to the iCount
regulator, from 10puA to 50mA, which roughly corresponds
to the operating range of the Epic. When operating in the
calibration mode, the mote load bypasses the iCount regulator
and is directly powered from a linear regulator. Since we know
the voltage that gets applied to the resistors, we can calculate
the total energy consumed by the resistor over a certain time
period. In most of our experiments, we calibrate the hardware
just prior to starting the data collection and immediately after
completing it.

Quanto Testbed Infrastructure. The testbed has 240
Quanto Testbed motes spread over multiple rooms. Each
mote runs a Quanto-enabled version of TinyOS to form a
network-wide energy profiler. Each mote can be programmed
with TinyOS application, the iCount calibration code, and the
energy profiling code. The motes can send the energy readings
over the Ethernet backchannel. There are a large number of
temperature sensors in the building for monitoring the indoor
climate. We use the data from these temperature sensors to
determine the environment temperature for the motes on the
testbed at any point of time during the experiments.

TelosB. The TelosB mote is an open-source sensor platform
designed for academic research with an architecture very
similar to the Epic, but without the energy meter and calibra-
tion hardware. We use six TelosB motes in our experiments,
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and measure their power draw under different temperatures
connecting them directly to a multimeter. In our experiments,
the TelosB motes are powered via an external power supply
instead of batteries to ensure a stable voltage.

Workloads. On the motes, we run three different work-
loads: CPU-idle, CPU-intensive, and Radio-on. The longest
mote experiment lasted 43 hours switching between these
workloads and calibration loads. We also run collection work-
load on the motes. During this workload, the motes run a
collection protocol called CTP [15] to collect readings from
the entire network to a single sink. When the network runs
CTP, different nodes might spend different amount of energy
because some nodes forward more packets than others.

V. NARROWING THE GAP BETWEEN ENERGY
ESTIMATION AND MEASUREMENTS

In this section, we describe the energy readings collected
from the network and use the data to study the errors incurred
by different energy estimation techniques.

A. Setup

To understand what device current looks like on a network
of sensor nodes, we run a series of simple workloads with
known and fixed power draw profile for 43 hours on the 240-
node testbed. Specifically, we perform energy measurements
while continuously cycling through the following four tasks,
with each task running for four seconds with an interval of 0.5
seconds between tasks.

e CPU intensive workload

e  Turn the radio on

e  Connect 60-) precision resistor
e  Connect 3K-{) precision resistor

The last two measurements are used to calibrate the iCount
readings. Each set of measurement takes about 40 seconds. At
the end of the sequence, the mote idles for five seconds, and
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Fig. 2. Snapshots of current draw across 240 Quanto motes with radio on.

sends the readings to the database and starts a new sequence of
measurements. All power, energy, and current measurements
shown in the paper are calibrated. We collected one million
calibrated energy readings each for CPU intensive and Radio-
on workloads during the experiment.

B. Observations About Energy Data Collected From Across
the Nodes

Our first observation is the variation in the current draw
across the motes even when the workload is identical. Figure 1
shows the current draw when the motes turned the radio
on. Ideally, all the lines should overlap. However, due to
manufacturing differences across the motes, the current draw
is different.

We now study the extent of variation in energy footprint
across the 240 Quanto Testbed motes under well-known and
fixed workloads. Figure 2 shows the distribution of average
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current of each mote for three different snapshots. Each snap-
shot has 240 data points corresponding to the average current
draw of each mote with the radio turned on for four seconds
without transmitting or receiving messages. The snapshots
show a maximum difference of 15%.

Figure 3 plots the distribution of current measurements
from 43 hours of experiments for different workloads but
normalized with the median current for each workload. Radio-
on workload shows up to 15% variation across the nodes val-
idating that the distribution show in snapshots in Figure 2 are
consistent over time. With Idle and CPU-intensive workloads,
the variations are much larger but may not be as important
in energy budgeting because the absolute numbers are much
smaller.

Next, we study the property of the distribution of current
measurements across the nodes with a fixed workload. In
Figure 4, we plot the box plot of current measurements with
nodes sorted by the median current draw. The distribution of
the current measurements resembles a Gaussian distribution.
In figure 5, we use a Q-Q plot to visually compare this
distribution with an ideal Gaussian distribution (u=19.0687,
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Fig. 5. Actual current distribution of 240 motes vs. Ideal Gaussian distribution

0=0.1698).

We conclude that the current draw across the nodes can
be up to 15% and follows a distribution that approximates a
Gaussian distribution.

To find out if the current draw variations across nodes also
exist on TelosB motes, we perform current measurements on
6 TelosB motes with CPU-intensive, Memory-intensive, and
Radio-on workloads. We found a maximum of 2.1%, 4.6%,
and 4.3% variation across the three workloads respectively.

Through these measurements across the nodes on Quanto
Testbed and TelosB motes, we establish that current draw
variation across the nodes may be significant.

C. Using Global and Individual Models to Estimate Energy

The variations in energy profile across the nodes make it
challenging to accurately estimate the energy used by nodes
using a simple model. Now, we apply different techniques
described earlier to estimate the energy to understand the
tradeoffs of different techniques.

Applying a Global Constant Model: The simplest approach
to estimate energy is to pick a representative constant and apply
it to all the motes. From the data in Figure 1(b) the average
current draw when the radio is on is 19.03 mA. Although
such a methodology is widely used, however, due to the lack
of ground truth data, it had been difficult to assess the errors
incurred due to this methodology. In our experiments, we
collected the ground truth measurements, i.e., we had energy
meters on all the nodes and we can compare the result of
estimates vs direct measurements. We found that using a global
constant model, i.e., randomly selecting a mote and assuming
that all the motes draw the same current, results in errors up
to 15%.

Applying Individually Calibrated Node Models: The data
in Figure 1 suggest that if we customize the energy model
for each mote, we would eliminate most of the errors. This is
indeed true. We construct a simple model customized for each
mote for a given workload. This model tells us how much
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current a mote draws when the radio is on. This eliminates
most of the error compared with using a global model (the
median of relative errors from this model in our experiments
is only 0.021%).

These two models are the first two datasets in Figure 9,
which we will discuss in sub-section F.

D. Metering a subset of nodes

Due to cost, form factor and other considerations, it might
sometimes be feasible to equip only a subset of nodes with
energy metering hardware for calibration. We can perform
measurements on this subset and use that information to
extrapolate to the whole network.

Two aspects of this approach require careful consideration.
First, what is the right subset size. Presumably, smaller subset
will be a poorer indicator of network-wide energy footprint.
Second, the type of extrapolation.

Figure 6 shows the estimation error resulting from estimat-
ing the average energy consumption for the whole network

using the average of the subset selected for metering. As in
the previous analysis, the nodes were running the simple radio
on workload. In the best case, even with a small number of
metered nodes, the error is close to 0 as shown by the Best
selection line. In the worst case — if we pick the nodes whose
average is the farthest from the network-wide average — it is
comforting to know that the error drops rapidly as we deploy
more metered nodes, i.e., increase the subset size. Finally, if
the meters are deployed randomly even on 20 out of 240 nodes,
we are not far from the best case.

Another type of energy estimation that may be of interest
to the sensor network community is estimating the worst case
energy use, i.e., largest energy consumption on any node in
the network. Figure 7 shows the plot of error in estimation of
the biggest energy consumption in the network based on the
measurements on a subset of nodes. As expected, random se-
lection of nodes for metering causes the error to diminish with
a larger subset size. Unfortunately, the worst case estimation
error stays relatively flat until the subset includes almost all
the nodes in the network.

We conclude that randomly selecting the nodes where
meters are deployed and using measurements on those nodes
to extrapolate is a reasonable strategy. However, that does not
guarantee the worst case estimation error to be small unless
the number of metered nodes is large.

E. Observations About Energy Data Collected Across Temper-
atures

We find that the current draw remains approximately flat
during the course of the measurement. Figure 8 magnifies the
small changes in current by using an extremely small range
for the y-axis. We find that these changes are correlated with
the change in the environment temperature, also shown in the
graph. The current is largest in the morning and smallest in
the afternoon. Upon analysis of current draw of all the motes
across the 43-hour trace, we find that the change in current
draw never exceeds 0.3% even for the mote that seems most
sensitive to temperature.

We choose 96 out of 240 nodes, which are deployed in the
same open office and thus in same temperature, to see if it is
possible to predict current draw according to temperature when
running specific workload. From figure 1, we can see that
when running radio-on workload, the nodes show considerable
variations among each other, but most of them appear as flat
lines, which indicates that there is a linear correlation between
temperature and power consumption. What’s more, we find
that the median line and the mean line across temperature are
nearly identical, implying that the distribution is even. This
conclusion also holds for idle and CPU-intensive workload.
More important, the mean and median change up to only
0.05% across temperature. This difference in current may not
be important, because sensor network deployment planning
rarely requires this level of precision in energy budgeting. All
these facts, combined together, suggest that given a specific
type of motes, a specific workload, it is feasible to estimate
power draw of a whole network directly from a model,
which can be established before deployment, regardingless of
temperature.
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be subjected to a much wider range in temperature such as
below freezing point at night and burning-hot during the day.

Next, we perform measurements to determine if the current
draw changes would be more significant if the motes are
subjected to much higher ranges of temperature. We are not
able to control the temperature to such extremes in the office
building where the 240-mote testbed is deployed. We instead
perform the experiments in a lab environment where we can
control the temperature easily.

We put two Quanto Testbed motes through three different
temperatures and measure the current draw. We find that the
difference is at most 1.6% even across a temperature change of
59°C(-14°C vs 45°C). For the CPU workload, which draws the
smallest total current, although the relative change is larger, the
absolute change is even smaller. The absolute numbers matter
most in energy budgeting because it is directly related to the
energy available for the platform.

To understand if this trend of limited change in current
draw even across a large range of temperature holds in
other platforms, we perform experiments with TelosB motes,
subjecting them to a large change in temperature in a lab en-
vironment where we can put them in a temperature controlled
box.

We find that TelosB shows slightly larger increase in
current draw than Quanto Testbed motes as we increase
temperature. Table I shows the measurements from one TelosB
mote. Measurements with 6 other TelosB motes show similar
trend: up to 2% change in normal case. Although the 13.3%

Fig. 9. Relative error incurred with different energy estimation techniques. 1
= Global Constant Model (using average current 19.03mA as the constant), 2 =
Individually Calibrated Node Model, 3 = Individually Calibrated Node Model
with Global Temperature-Energy Model, and 4 = Individually Calibrated Node
Model with Individual Temperature-Energy Model.

increase in current for Idle workload looks large, the change
in current itself is even smaller than other workloads.

Overall, we conclude that mote-class sensor network plat-
forms show measurable but small change across temperature.
Currently, the most common practice in energy estimation is
using the same model with the same set of parameters over
time, and our results justify this practice.

F. Augmenting Energy Models with Temperature Effects

Although not significant, temperature does have some
effect on current draw of the nodes. Does adding the effect
of temperature to the node energy model make the energy
estimate more accurate?

Adding Global Temperature Effects: Usually it is impracti-
cal to obtain the model that describes the effect of temperature
on each node. We found that deriving temperature-energy
model on a single node and using that across the nodes results
in small errors. This is true even if the models to which
temperature effects are applied were customized for each node.
Figure 9 shows that the overall error increases slightly if we
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Fig. 10. Estimation error at different measurement intervals.

include the global temperature effect to the per-node calibrated
models.

Adding Individual Temperature Effects: Although it re-
quires the most effect, the best results are obtained when we
use the node energy model calibrated for individual nodes with
energy-temperature calibrated for individual nodes. Figure 9
shows that with this technique the estimation error is the
smallest.

G. Metering at different time intervals

For both direct measurement and for model calibration,
one can measure at different intervals (including only once,
offline), and at different subsets of nodes, ranging from one to
all nodes.

Our first question is how does the interval at which
one takes energy measurements affect the accuracy of the
measurements. Since there is a cost to perform too frequent
measurements, we would like to increase this interval, or
establish that a single measurement before deployment should
suffice (in which case the cost would be 0). We evaluate
the error in estimating the energy used by the node when
we take hardware measurements at different intervals and
use interpolation to fill in the gaps between the hardware
measurements.

In Figure 10, we plot the energy estimation error for a
sample mote in our testbed, running a simple workload of
radio on, for different measurement intervals. This evaluation
is based on the data from the previous section, with ground-
truth data collected every 40 seconds, which we selectively
disregard. To avoid biases due to possible synchronization
of the interval and the energy curve, we randomized interval
calculation with an uniform jitter of plus or minus 50%. Each
interval in the x axis is thus the expected interval, and we did
200 repetitions of the calculations for each expected interval.

The small intervals have smallest errors. This makes in-
tuitive sense because we are relying on calibrated hardware
reading for most of the estimate. With larger intervals between
hardware measurements, the errors generally increase but
also show large swings. The swings are likely due to the

1.0
0.8 Tx Power=-7 dBm
0n
]
o
o
=20.6
u—
s}
S
‘=04
(&)
L Tx Power=-15 dBm

©
N

50 100 150 200
Energy used by nodes())

0.0

Fig. 11. CDF of energy used by 100 nodes when they run CTP.

interaction between the measurement interval and periodicity
in the current draw of the mote. Most importantly, however,
is that even the maximum error is very small: in the worst
interval it is less than 0.6mlJ, out of 230.4mlJ for the entire
experiment, or less than 0.3%. Other nodes were consistent.
The implication is that, at least for this platform, establishing
the power draw at different situations before deployment is
probably going to satisfy error tolerances for the deployment.

VI. CASE STUDY WITH REALISTIC WORKLOAD

In the real world deployments, workloads across motes
could be very different. In such cases, we cannot measure
power on one mote and use that as our estimate for power on
all the motes. Instead, we can establish an energy usage model
based on the utilization of different resources, and use that
model to estimate energy on motes that might have different
workloads. There are many examples of these utilization-based
models in the literature [2], [3], [6], [8], [12], [24], [32], [33].
In this paper we examine a simple energy-per-radio-on-time
model, valid for workloads that are dominated by the radio
energy use. The key question is how to calibrate such models,
and we examine the effectiveness of creating models based on
a single node, and on subsets of the nodes. The model we use
is a simple but effective linear energy usage model based on
the radio duty cycle.

We ran the Collection Tree Protocol (CTP) [15] on a 100-
node subset of the testbed. CTP serves as an anycast protocol
that provides a best-effort, multihop delivery of packets to the
root(s) of a collection tree. With CTP, nodes’ energy usage
depends on many more factors, such as the radio transmit
power, the imposed workload, the retransmission policy, the
network topology, external interference, and the MAC layer in
use and its parameters.

We used the TestCollection application, in which
all nodes send packets to the root at the same average rate,
properly jittered to avoid synchronization. We set up a single
root in one of the corners of the network, and ran each test
for 1 hour. We varied the transmission power of the radio and
Low-Power Listening (LPL) [23] settings in TinyOS 2.x. When



necessary, we also varied the aggregate load to avoid strong
congestion in the medium. In these experiments, the nodes
used channel 31 for transmission and a 1000-ms duty cycle
for LPL. We logged radio duty-cycle and calibrated readings
of energy used by the nodes.

In Figure 11, we show the distribution of energy used by
the nodes. We observed different skews in the distribution of
energy used by nodes at different transmit power. This can
happen, for example, when a node near the root has to forward
a large number of packets. It also happened to a particular node
whose transmissions were not heard by other nodes, which
generated a lot of retransmissions.

Our energy model is a simple linear regression based
on the radio duty cycle plus a constant, background power
draw. This model fit the data surprisingly well across nodes,
with » = 97.93%. In other words, we can say that in this
particular scenario, applying the radio-duty-cycle data on the
linear model is sufficient for accurate prediction of energy
consumed by each node.

How can we build a model to accurately predict energy
used as a function of duty-cycle of the radio or other compo-
nents when only a subset of the nodes might seed the model?
We start our study by first building a separate radio duty-
cycle vs energy model by collecting data from each node. One
of these models will be the worst-fit model in the sense that
using it to predict network energy would result in the largest
error. The opposite the best-fit model. Figure 12 shows the
distribution of error across the nodes when we use these single-
node based best-fit and worst-fit models to predict the energy
used in the network. With worst-fit model, the error is always
larger than the prediction with the best-fit model as expected.
Also, we find that about 60% of the nodes have a much larger
error.

Can we make the models more accurate by increasing
the number of nodes that contribute the model? To answer
this question, we build the duty-cycle vs energy model based
on data contributed by different number of nodes. Then we
use this model to predict the energy for the whole network
and compute the estimation error. For each subset size, we
iterate 10,000 times, picking random sets of nodes, using
their information to build the model and computing the error.
Figure 13 shows how the error decreases as we use more nodes
to build the model.

Thus, we show that an application scenario such as collec-
tion of sensor data can cause different nodes to spend different
amount of energy. Due to variation among nodes, an energy
model from single node could have big errors. Fortunately,
even in that case, we can improve accuracy of estimation
for the energy used by the whole network by deploying
meters on more nodes. In fact, usually a small subset(in our
experiments 10%) could generate accurate enough model (in
our experiments < 2.5%). This estimation is based on fitted
models rather than direct extrapolation as shown earlier for
simple workloads.

VII. DISCUSSIONS

Through extrapolations from calibrated measurements on
a subset of nodes, we showed that we can predict energy
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consumption with reasonable accuracy for the whole network.
However, there are still reasons for which one might want
per-node energy metering. For example, in more complex
platforms with multicore chips, multiple or variable peripherals
or sensors, or opaque subsystems which are hard to model,
deployable direct measurement can be easier than the devel-
opment of complex, deployment-specific models [22]. Having
meters in many nodes can help explore differences in the usage
of nodes or overcome limitations of the meters themselves, as
is explored in the crowdsourced energy profiler in Carat [5].

In our study, we ignore factors other than temperature
that change over time that impacts the power draw of the
device. Humidity, for example, is known to cause change in
leakage current depending on the material used in the circuits.
Existence of these factors make the relationship between the
deployment environment and the power draw of the device
complex even under simple workloads.



VIII. CONCLUSIONS

In this paper, we study the problem of accurately estimating

the energy used by nodes in a wireless sensor network.
We study the effectiveness of performing frequent energy
measurements and equipping nodes with hardware energy
meters in reducing the error in estimation of network-wide
energy consumption over the long term. We find that there is
little variation in energy use over time with simple and fixed
workloads. We find that variation in energy across the nodes
is more significant and approximates a Gaussian distribution.
Lastly, we found that both for measurement-based and model-
based approaches, we can mitigate the differences across nodes
by measuring, or calibrating the models, in small subsets of
the nodes.
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