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Abstract—We consider the problem of distributing time- data feeds from fixed information sources; the challenge is t
sensitive information from a collection of sources to mobile maintain the connecting paths between the sources and the
users traversing a wireless mesh network. Our strategy IS to users, even as the users travel thI’OUgh the netWOI’k, angeSS|

distributively select a set of well-placed nodeswarehouses) to act th irel h th h Vi t of d
as intermediaries between the information sources and clusters 1€ WIr€lESS mesh through an evolving set of proxy nodes.

of users. Warehouses are selected via the distributed constrish ~ Real-time media applications such as voice and video confer
of Hierarchical Well-Separated Trees (HSTs), which are sparse encing can be challenging to accommodate in such networks,
structures thatinduc_e_anatural_spatial clustering of the netwcuk. which are usually optimized for point-to-point routing and
ot data ciiven, Rather, 15 agnostic o the nimber and postion 2CCESS: With @ small number of sources and sinks, point-to-
of sources as well as 'Eo the mobility patterns of users. Whereas p.om't.(ex. compact) rqutlng would suffice. However, with a
source-rooted tree multicast algorithms construct a separatequt- ~ significant number of simultaneous data streams and end,user
ing infrastructure to support each source, our sparse and flexite it is critical to employ an approach — like multicast — that

infrastructurg is precomput_ed and effi(_:iently reused by sources aggregates traffic, while efficiently handling the challeraf
and users, its cost amortized over time. Moreover, the route mopile users and link dynamics.

acquisition delay inherent in on-demand wireless ad hoc network : S :
protocols is avoided by exploiting the HST addressing scheme. We seek an algorithm to maintain a connecting subgraph

Our algorithm ensures with high probability a guaranteed stretch ~Petween sources and sinks Wi_th the following p_ropgrties:
bound for the information delivery path, and is robust to lossy 1) Decentralized Computation Any connecting infras-

links and node failure by providing alternative HST-induced tructure must be built and stored by the nodes in a
routes. Nearby users are plustered and their requests aggretg, decentralized manner.
further reducing communication overhead. 2) Guaranteed Stretch Paths joining sources and sinks
must have guaranteed constant-stretch bounds.
3) Low Storage Each node should maintain a
Wireless network deployments are increasing in size and  polylogarithmic-sized routing table.
number throughout corporate and university campuseslshote 4) Aggregation: The total number of edges in the connect-
and even cities. In many of these settings, the wirelessarktw ing subgraph should be small in order to reduce total
can be the default, and sometimes only, means of network routing overhead.
connectivity. Most of these deployments are structured as alo achieve these desiderata, in our approach the network
last-hop access to an underlying wired-network infragtme&c nodes precompute a sparse and flexible infrastructure con-
However, there is growing demand for a different class @fsting of Hierarchical Well-Separated Trees (HSTs), Wwhic
wireless networks — multi-hop wireless mesh networks -are overlay networks that induce natural spatial clustgsriof
which extend the reach of wireless connectivity withouy+el the original network. Nodes of an HST are the nodes of the
ing on an underlying wired infrastructure. Companies such griginal network, but its edges are virtual and mappaths
Meraki and Open-mesh produce devices to support these migskhe network. HSTs were originally developed as a tool to
networks, and projects like Funkfeuer in Austria and cililes  approximate arbitrary metrics using trees [2], [7] — givery a
Austin, Texas have deployed such networks to provide Ieteripair of nodes, a single HST induces @tlogn) stretch path
access to their residents [1]. Such networks are seen aslthe Getween the nodes in expectationi¢ the number of nodes).
viable option to provide internet connectivity to rural aseof We select a subset of nodes in the HSTs toMaeehouses
developing nations [17]. which are intermediaries between the sources and the users.
We study the problem of building an information deliveryA warehouse, positioned close to a cluster of users, csllect
infrastructure on a wireless mesh network. The purpose iaformation directly from the source and then dissemingtes
this infrastructure is to connect a set of static informatiodata to all members of the cluster. If a cluster of users were t
sources residing in the network to a potentially evolvingade all appear in a small subtree of an HST, then the root of that
sinks via short, aggregated connecting paths. Typicallgt@f subtree is a natural aggregation point, and a perfect clioice
mobile users, traveling through the geographic regions@dn a warehouse.
by the mesh network, connects to the network through nearbyOur protocol, which we call thélST-based Protocptakes
static mesh nodes. The users are interested in subscribingdvantage of these spatial properties of the HST: a user,
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interested in the data from a sourggsubscribesto s at a Multicast and Information DeliveryThe classic and well-
nearby warehouse; the warehouse collects and aggreghtestatied approach to information delivery in wired and waes
subscriptions from nearby users, and sends a single spbscnietworks is multicast communication. For example, a mul-
tion request tos. The source sends data via paths along ditast per-source tree approach such as DVMRP [5] works
HST to the warehouse, which in turn disseminates informatidy building reverse-shortest path trees between users and
to the users via the paths of a smaller HST subtree. Asurces. While shortest-path tree multicast guarantees uni
a user moves through the network, the HSTs allow it ttretch between sources and users, it requités) storage
maintain connectivity to the source, without initiatingwne per node as a result. A sparse mode shared tree approach such
route discovery. as PIM-SM [6] utilizes a rendez-vous point (RP) core in the
Unlike the data driven approaches of multicast or compacétwork, which acts as a meeting place between users and
routing, the HST infrastructure is agnostic to where and hasources. Though storage is greatly reduced with RPs (each
the many sources are positioned throughout the netwodf, RPs has a shortest-path tree), guaranteed stretch bounds
as well as to the mobility patterns of the users. The HS3re impossible when forced to route through a small number
infrastructure is efficiently reused by sources and usees owf RPs, unless the structure is augmented with additional
time; though storage and stretch remain low, aggregatisource-rooted trees (which would result in the same expen-
is achieved by reusing warehouses across multiple soured® overhead drawbacks as shortest-path tree multidast).
simultaneously. Finally, the route acquisition delay irgmt the wireless ad-hoc community, where changing topology is
in on-demand protocols is avoided by efficiently exploitinghe primary concern, on-demand protocols such as ODMRP
the HST addressing system. [14] have been developed to manage dynamically changing
A Contributions routes. Since routes are computed in on—dema}nd fashion,
, o such protocols naturally suffer from route acquisitionagel
Our main contributions are as follows: Finally, approaches based on computing the minimum Steiner
« We improve on previously known HST stretch boundsgree [12], though effective at route aggregation, can tesul
reducing from logarithmic stretch (in expectation) in &gpjtrarily bad stretch tindividual users; moreover, the global
single HST to constant stretch (w.h.p.) @gn HSTS, nature of this approach results in expensive maintenanttesof
for networks with constant expansion rate. Steiner Tree infrastructure as users move.
« We design an information delivery algorithm using HSTS | gy-state Routing: In compact routing, the goal is to
with the desired properties afecentralized computa- majntain low-stretch routes with small routing tables attea

tion, stretch, storage andaggregation node [8], [15]. While stretch can be bounded at a constant
« We verify in simulation that the proposed algorithm igand experimentally, often very close to 1), state is gelyera
viable in practical-sized wireless mesh networks. polynomial [15], and aggregation of paths (with multiple
B. Modeling Assumptions sources and multiple sinks) is incidental.

HSTs: Study of HSTs initially focused on approximating
metrics using trees [2], [3], [7], while more recent work
examines the way HSTs can enable efficient resource
management and matching in sensor networks [9].

We assume that our network hasonstant expansion
rate [11]. That is, there exists a constamtsuch that for any
nodew, |B(u,2r)| < a|B(u,r)|, where|B(u,r)| counts the
number of nodes within distance of . For simplicity, in
this paper we will generally be describing the construction . .
properties of HSTs and proving theoretical stretch boun sOl.Jr plan for the r'emamder of the baper 1S as follows. In
with distance measured in terms hbp count however, it ection I, we describe the HST and its distributed construc

is straightforward to show that all HST properties that Wgosn_l'_ Slecstlon_lll ?\(;ntalnj our_;[)heorenca! s_tr?tch re_stm(sj,tk;_e
derive still hold in the more general expected transmissi&"n - In Section IV, we describe our main information delyer

count (ETX) distance model [4]. Observe that, although tP?elgorlthm. We present simulation results in Section V, and

assumption of constant expansion rate is more restricti%nCIUde in Section V.

general enough to allow for holes and other wregulantme_s " In this section, we describe the concept of the Hierarchical
the network topology, and does not assume the restrict

Well—Separated Tree (HST), the main building block of our

unit-disk graph connectivity model, so there can exist Ionﬁ%formation delivery infrastructure. The original motiian

communication links. We assume that mobile users conn%():F the HST was given by Bartal [2], [3], who proposed

to the network viaproxy static nodes. As a user moves, i : N . ! S
. he idea of approximating metrics using a distribution over
connects to the network through different proxy nodes. : .
trees. The advantage of using a tree structure derived from a
C. Related Work network — as opposed to using the original network itself —
In this section, we survey the most closely related work i that trees are simpler objects to work with in a variety of
information delivery and routing (noting how they fare inrouapplications, while distances can be guaranteed up to some
four desiderata), and in HSTs. See Table | for a summary @fovable approximation factor.
the properties of these methods and the HST-based Protocol.



Definition 1 A weighted tree7’, with root r, is a - ancestors in the HST. It should be noted that both the top-
Hierarchical Well-Separated Tree/(HST) if down and bottom-up approaches produce an identical HST.

1) all edges between a node and its children have the safié €xample of two HSTs built on the same set of nodes can
weight be found in Figure 1.

2) edge weights decrease by a factpralong any root-to- 1) Signature ComputationThe key step in the HST con-
leaf path struction is that each node computes aO(logn)-length

3) the number of edges in any root-to-leaf path is the sangégnature S(v). This identifying address encodes the unique
sequence of each node’s ancestors in the HST. We first fix
In general, according to Definition 1, the HST is an abstragt permutationr : V' — {1,2,...,n}, selected uniformly at
object that need not have any vertices or edges in common wigihdom from the set of all permutations enobjects. For a
a baseline graph. On the other hand, the HST is most usefdde u, we call 7(u) the rank of u. Next, a parametes is
in the network context when constructed as a sparse overiected uniformly at random from the intervial/2, 1]. For
structure to some underlying graph. We will be concerneti witach integei in the rangg[1, § + 1], wheres = [log, D] and
building a HSTT' so that nodes of" correspond directly to D is the diameter o7, we set3; = 3-2°. Then, for each such
the nodes of an underlying gragh = (V, E) (where|V| = 4, we defineS(v);, thei" element ofv’s signature vector, as
n, |E| = m), while edges ofl" correspond tgathsin G. The the node with the smallest rank in the ball of hop-count radiu
set of leaf nodesof 7' corresponds to the original node sep; centered av. More formally, for each,
V. Theroot andinternal nodes ofT" will also correspond to
specially chosen nodes bf, although it will be useful to think S(v); = argmin 7(u)
of an internal node: as being in charge of @usterof nodes ueB(u.f:)

(in particular, the set of leaf nodes in the subtree rootedat  \we call S(v); theleveli ancestorof v, and defineS(v), =
Thus, a nodey € V' appears at least once #ias a leaf, and 4 for all v € V. Observe that for nodev € V such that
potentially more times in higher levels @f. m(w) = 1, w must be the leveb ancestor of all nodes, since
We say that an internal node in T is at level i if the it js ranked the lowest in the graph. Each signature vector is
path fromu to a leaf in its subtree is of length The rootr unique (sinceS(u), = u for all w € V), and a node can appear
resides at leveb and the leaf nodes at level Note that, by as both the level and level;j ancestor for another node, even
Definition 1, the value is unconstrained, although the 2-HSTit ; -« ;. Moreover, observe that two nodes and u, often
construction that we will use [7], [9] implie§ = O(logn). have common ancestors at a particular level; intuitiveijs t
For specificity, in this paper we will be concerned with s more likely if u; andu, are close to one another (though
HSTs; throughout, this value of will be assumed unless not guaranteed, even if the nodes are neighbors).
stated otherwise. In our 2-HST, the weight of an edge joining However, note that even iB(u1); = S(ug)i = z, we
a leveli andi — 1 node will be2". may have thatS(u1);+1 # S(uz)it1. In such a case, when
For any two nodes, v € V, we define the metrid(u,v) reconstructing the HST tree, veannothaveu; andu, appear
as measuring the length of the shortest path betweemd 35 |eaf nodes in the same subtree rooted at levetlez, since
v in G (in hop counts). The metricd” (u,v) measures the their leveli + 1 ancestor is different. In this case, the nade
length of the path between leaf nodesand v in HST 7', would appeamultiple timesin the HST at level. Therefore,
defined as the sum of the edge weights along the unique @& require a post-processing [16] step to accurately rénats
path joining these leaf nodes. Fakcharoengiadl [7] show the HST given the set of signature vecfors
that anyn-vertex graph can be approximated by a distribution The formal proof that we have indeed now constructed a 2-
over HSTs built over the graph, where the expected distortiysT with O(logn) stretch is given in [7]. However, observe
is O(logn). That is, for any two nodes, v in the original that given leaf nodes, v, findingd” (u, v) requires computing
graph G, E[d" (u,v)] < O(logn)d(u,v). Here, we say that theleast common ancestor (Icaf « andv in T, which can be
d" O(log n)-probabilistically approximates.. found by identifying the smallest indexsuch thatS(u); =

A How to Construct an HST S(v), for all & > i. Supposéca(u,v) = w is at leveli. Then

To t_)gil(_:j the randomized HST so _that i© (log n)- T (u,v) = 2- Zé:l 2 = 2. (21+1 —2)
probabilistically approximates the metric of G, Fak- J
charoenphakt al. [7] take a centralized top-down approach©n the other hand, a& is a leveli ancestor to both: and
constructing successive nested partitions of the nodéd/setv, d(u,w),d(v,w) < 3-2" < 2', so by the triangle inequality
Gaoet al. [9] demonstrated a distributed HST-building proced(u,v) < 2°*'. Therefore,d(u,v) < d"(u,v), while the
dure using a bottom-up approach. They use successive flogtigtch result [7] gives an upper bound théf(u,v) <
of increasing radius that allow leaf nodes to determinerthd?(logn)d(u,v).

IThroughout this section, we use the hop-count distanceifopliity of 2|n this and previous works on distributed HST constructi&h pimply
presentation. However, the HST construction and stretcimé® are also valid computing the set of signature vectors is sufficient to guemthe stretch
for the ETX metric, which measures the distance between twesied the bounds. It is in fact not necessary to reconstruct the emtBd with this
expected number of transmissions to reach one from the other. post-processing step.



random from the intervall/2,1]. Finally, consider a single
2-HSTT, built as in Section Il. A node is called acenterat
leveli, if it appears on the'" level of 7", meaning that for some
nodewv, w is the lowest ranked node in the bak(v, 3 - 2%).
Then, with probability bounded by/2, all nodes inB
appear as leaf nodes in a subtree ‘Bfrooted at a nodew,
at level [log, d] + O(1). This means that, with probability
bounded byl /2, all nodes inB have a common ancestar,
in the HST which is at graph distane®(d) from all of them.

(a) Single HST (b) Best of log(n) HSTs Proof: We say that level of the HSTseparateshe ball

] ) B if nodes in B are assigned to different ancestors in level
Fig. 1: Two HSTs built on the same network: (a) the shortest path We say that a centesettlesthe ball B at level i if it is

between two nodes can be significantly distorted by a single HST, . .
(b) the best tree amonpgn HSTs induces arO(1)-stretch route S[ e lowest-ranked center to which at least one nodd s

(w.h.p). assigned, and itutsthe ball B in level i if it settles B, and
at least one node il is not assigned to that center. Lgt
B. Communication and Storage of HST Construction be the smallest integer such thak 27*, and letc be a fixed

Gao et al. [9] give a distributed algorithm, consisting ofconstant. Denoté = ;* + 1 + c. We examine the probability
specially designed floods of increasing radius, in order fpat levelk separatess. _ . .
compute the 2-HST. Each node in the graph computes its" Center at levek uses the radiusy = - 2. Consider a
signature vector — it€)(log n) list of ancestors at increasing°dews that potentiallycuts ball B, with d(w;, p) denoting
levels of the tree. Moreover, each node computes pointets tH'€ distance to the center d. Observe that ifd(ws,p) <
encode the paths to its ancestors and descendants in the HET — 7> thenw, can certainly not cui, sincew; will be
The total communication cost of constructing the 2-HST ifPntained in the ball of radius; for all nodes in3. Similarly,
this manner (aggregate message complexity of the floods)jg(ws:P) = i + 7, thenw, cannot cutB since no node of
O(logn) per node in expectation (randomness is over the inf? can be contal_ned in the ball Of_ radigy.
tial permutationr and parametef). With regards to storage, Therefore, for it to be even possible fiog t,?_(‘;UtB K W,f need
the total requirement i®(log ) per node in expectation; this {0 Nave that(ws, p) € [By —r, B +r] € [2777 =, 2" 4 7.
quantity comprises af(log 1) length signature vector of node”*SSUming thatw, lies in this annulusA aroundp, observe

< i ;
IDs, as well as all next-hop pointers for encoding the pashs #€xt thatfx = Bl; 21 'S chosen uniformly at random from
ancestors and descendants. the intervalZ = [2%~*, 2¥] (due to the random parametgre

[1/2,1]). Therefore,w, will only cut B if g falls into the

narrow bad subinterval (of lengit) of Z (which is of length
In this section we show that by using multiple, independent—1). In particular, the probability tha, falls into the bad

HSTs in a graphG with constant expansion rate, any clusteinterval is bounded byl/2+—1 < 27¢,

of nodes will all be contained with high probability within a If nodew, did in fact cut the ball, then some node= B is

small subtree in one of the HSTs of asymptotically optimaissigned to it. Then certainly, must have the smallest rank

height. This property is interesting because, given asiR@T in the regionB(v, 3x), wheres;, > 2¥~1. This happens with

T for graphG, it is not particularly unlikely fomeighboring probability at mostl/|B(v,2*~1)| (taken over the random

nodes inG to appear in far-flung areas @f (see Figure 1); the node rank permutation), where the notati@(-, -)| indicates

exciting aspect of this result is that seemingly so few HS€s ahe number of nodes in the ball(-,-). Therefore,

necessary to establish a thorough covering of the netwdniks. T 9—¢

result is critical to our information delivery scheme besguas P(w; cuts B) < |B(v, 28 1)’

a corollary, while a single HST provides logarithmic strete ’

expectation for the network [7], [9], we show in Section All-

I1l. THEORETICAL STRETCHBOUNDS

Finally, observe that

2—(1
that O(logn) HSTs induce with high probability aonstant P(level & separates3) < B0, 21|
stretch path between any two points in the network. ws€A ’
Throughout this section, assume we have a gré@pWith By the definition of annulusd, we have that for any node

constant expansion rate. We adapt proof techniques froma € A, d(v,a) < (2% +7r)+r < 25¥+1, so the number of nodes
Fakcharoenphal [7] to bound the probability that a clusfer i A is certainly bounded byB (v, 2*+1)|. Therefore,

nodes inG' has a least common ancestor thahé too high 9—c

up one of the HSTSs. P(level k separatesB) < |B(v,2""")[ - ————+
| B(v, 281

Lemma 1 Consider a ballB = B(p,r), centered at node, <a2.9-¢

with hop count radiug. Letd < 2r denote the diameter ds.

Assume there exists a fixed parameteselected uniformly at where the last inequality follows by the assumption of canst
expansion ratea. For fixed «, there exists large enough

3Recall that an edge in the HST corresponds to a path in thinafigraph.  constantc such thatP(level k separate3) < 1/4.



Note that, by the exact same proof and for the same value 10

of ¢, it follows that for anym > 0, 0 = = =single HST
1 1 m log(N) HSTs 5
P(level k + m separateB) < — - ( = 8 R
4 \2 5 7 -
If we denote bys the top level of the HST, then 76 ,/
o 1 1 i—k E Z ,’,
P(level i separates3 for i > k) < Z (= ‘
( ' Sep = )_.24 (2> 3 .-

i=k g
1 2 _.-”

<z e
2 128 256 512 1024 2048 4096 8192

n Network size (logarithmic)

Next, we show that by building(log ) independent HSTs, Fig. 2: Comparison of the stretch with a single HST angln HSTs

. . . in the perturbed grid topology. The graph gives #9¢" percentile of
Zfshleeaas\fe?sn\?vict) :lit:etﬁ: J:Srisevgkgﬁvseutbh[?ezmlre cluster ajygea the path stretch for 1000 randomly selected pairs of nodes (separated

by 10 hops). While the path stretch grows when only a single HST
is used, alogn number of HSTs is sufficient to guarantee that a
Theorem 1 Suppose we construtog, n] 2-HSTs indepen- constant stretch path exists in one of the HSTs with high probability.
dently on a graph with constant expansion rate. Then with

high probability, all nodes in a balB of hop-count diameter comprising a signature for each HST. We now show how to
d appear as leaves in a subtree of one of the HSTs rootedcatmpute the best HST for a pair of nodesindv given these

a nodew at level[log, d] + O(1). Therefore, w.h.p, all nodes addresses. Given's address,u can compute théestHST

in B have a common ancestar in one of the HSTs which is over which to route by identifying the HST which induces
at hop-count distanc®(d) from all of them. the lowest least common ancestof leaf nodesu and v;
Corollary 1 guarantees that an HST with a constant stretch

Proof: For each of theflog, n| HSTs, by the Lemma, 4ncestor exists with high probability. THea computation
the probability that the nodes @ do not appear in the same requireslog n string comparisons, costin@(logn) for each

subtree of some node at levbg, d| + O(1) is bounded by ot the O(logn) pairs of HST signature vectors. Recall from
1/2. On the other hand, the propablllty that the nodesBof ggction 11 that, as part of th®(nlogn) aggregate storage
do not appear in such a SU(?O”eS] in any of fhes, n] HSTS ot of an HST, each node stores pointers that realize the pat
is less than or equal tol/2)!"52"1 = O(1/n). represented by HST edges. Thus;an route up the best HST
A. Point-to-Point Routing to thelca, which then routes back down the treewto

A critical element of the information delivery scheme de-
scribed in Section IV is the ability to quickly compute a
constant stretch route between a warehouse and an informati | this section we present the details of the HST-based
source. Despite the sparsity of the HST infrastructure, &re Cprotocol. We assume that the network consists of staticsiode
achieve a constant stretch, in the sense that, for any nodes that provide routing infrastructure for information soescand
the distance of traveling along the paths induced bybest mopile users. Users connect to the network through nearby
of thelogn HSTs is bounded by a constant factor (with highyoxy static nodes.
probabi_lity) from the shortest path . The be_stHST is the Our approach is to employ a set whrehousespositioned
one which has the shortest leaf-to-leaf tree distance. T0& p roughout the network, to act as intermediaries between th
of the following Corollary follows directly from Theorem 1,information sources and the users: warehouses aggredate su
in that any two nodes with shortest path distantcean be gqrintion requests from nearby users, and then communicate
considered to be in a cluster of diameter directly with the information sources. Given a collectich

Corollary 1 Given nodes:, v € G with d(u, v) = d, with G of users moving through the netvvc_)rk as a tight cluster, we
having constant expansion rate, and a &t of logn inde- ©PServe that, from a cost perspective, it is advantageaus fo
pendently built HSTs or, there exists with high probability &l members ofC' to be served at any given time by the
at least one HST € T* such that the path i induced by Same ljearby warehouse. The routing infrastructure cansist
the u to v leaf-to-leaf path inT is of lengthO(d). of multiple HSTs that span the network and warehouses are
selected from among the internal nodes of the HSTs. If all of
Figure 2 shows that in practice, the stretch of this HST-gedli the members of a cluster appear in a small subtree in some
path (i.e., the constant hidden in t6¥-) notation of Corollary HST, then the root of that subtree is a natural choice to serve
1) is quite small. as the cluster's warehouse. We describe below precisely how
In Section Il, we defined a node’s HST signature as itssers and sources connect via the network warehouse system
length O(logn) list of ancestors. Giverdogn HSTs, each and how we address their loss of connectivity due to mobility
node is therefore endowed with@(log® n) length address, or network dynamics. We then show how the theoretical result

IV. INFORMATION DELIVERY TO MOBILE USERS



of Section Il ensure that these user-to-warehouse-toesourithm 2. Communication between users and warehouses, in
paths are of constant stretch with high probability. lines 3 and 4, is done over the HST paths encoded in the
A. Algorithm initial HST construction of Section 1I-B. The HST’ selected

by warehousev in line 1 is independent of HST' on which

Initially, the network constructs a s@tof [log, n| indepen-  ser requests arrived to i’ is simply the best HST on which
dent 2-HSTs, according to the distributed procedure ofiGect point-to-point route fromo to s.

II-B. The O(nlog®n) cost of this construction is amortized
over the lifetime of the network as the procedure needs g
be done only once. The candidate warehouses are all no
residing at leveli* of the HSTs, wher@* < [0, [log, n]+1]is  1: Warehousew determines the best HST' € T on which to

an integer parameter in the model. Thatis, ifanadeV isa ~_ foute between itself and souree

level d* ancestor in some HST ¢ 7, thenu is considered a 2 Sunbgsrkiﬁ‘oﬁfrzl;assetrst@s\ljigstcglebllggtgIthséo:Jnrch:s, w sends a
candidate warehouse. Observe that the larger the paraitieter 3. goyrces sends information to all subscribed warehouses, via the
the fewer warehouses there ad; = 0 implies that the leaf respective best HSTs computed in line 1.

nodes in every HST are candidates, white= [log,n] +1  4: Warehousev disseminates the data to all of its subscribed users
means the roots of the HSTs are candidates. The pararifeter ~ Via the subtree paths rooted atin 7'.

is tuned according to the expected user mobility and clingjer
patterns, with clusters of smaller (larger) diameter béte Finally, as users traverse the network, delivery routeginee

frogn smallerélarggr) valgefs of". . idi to be reconfigured dynamically due to the mobility of users an
dupposedt ere 'S, an 'E ormatlonbsogtr)ce resrl] Ing at St,aﬁlﬁk dynamics (see Algorithm 3). The default mechanism is to
PO de i/’van a usez wishes tko su t;C” 2 tolt athsausr;:_e Yestart the user subscription procedure of Algorithm 1c&in
eded - Ve ?ssume t r?t usirs now d(:flg’ @—fengt | users may completely lose connectivity with the networf.(e.
address of source (t. rough a one-time flood, for examp e)'due to moving through an area with no network coverage), we
The m_for_matlon delivery algorl_thm proceeds in three SI®PFse a combination of periodkeep-alivemessages and aging
sgbgcrlptlon of users 10 receive data f.rom SOPBCed‘?‘a imers to purge inactive users from the routing tables. @lese
d'SF”bUt'on froms to all sub_spnbed USErs, recqnflguranon Othat a smaller* parameter results in shorter reconfiguration
delivery routes due to mobility and link dynamics. time after node mobility; this parameter should be set as

The user subscription procedure is shown in Algorithm 1o, o< i feasible, given the expected mobility and cirste
users send subscription requests directly to sourceia Aoatterns of the users
! .

their best HSTs. If the source is sufficiently far so th
a direct communication link is infeasible, nodes desighate i : : :
as warehouses intercept and aggregate requests from ne&fggrithm 3 routing reconfiguration

users; each activated warehouse then proceeds to act as larWhen useri’s link with proxy v breaks, restart Algorithm 1.
information delivery intermediary between the sources and PgLOdLCOE‘ZiF’;EVi?SZZ?gr?;egrsv ;‘;ﬂgfﬁiw}/feﬁg r?]ezl;gsgsibed
the users it SerV(_as. .The selection of hestHST between ?rom%; are received in aprgedetermined interval, user subsgription
user and source in line 2 follows the least common ancestor s gropped: if no messages from are received in a predeter-
comparison of HST signature vectors as described in Section mined interval, the HSTZ,, by which v subscribed tow is
[lI-A. Recall that the same node € V' may potentially appear deemed unreliable, and restarts Algorithm 1 on the reduced

as a candidate warehouse in more than one of the HSTS, o iet of '}'}STST\%- i bscrintions is deactivated
S T . : ; : A warehouse with no active user subscriptions is deactivated.
activation in line 7 is necessary on a per-HST basis. 4: Periodic keep-alivemessages are sent between a subscribed

i — warehousev and a source. If no messages from are received
Algorithm 1 warehouse activation in a predetermined interval, warehouse subscription is dropped,;

. ; ; : if no messages from are received in a predetermined interval
1: User i connects to a neighboring proxy node),( selecting ! g : : p . ,
between multiple neighbors based on their link quality. the HSTT, by which w subscribed tos is deemed unreliable,

2: Nodev determines théestHST T' € 7 between itself and. andw restarts Algorithm 2 on the reduced set of HSTTs, 7.
3: Node v sends a subscription request for sourcalong the

designated path iff". o ) .
4: if the subscription request reachewithout traveling as high as ~ Observe that user mobility is handled without the pitfafis o

level * in tree T then the route acquisition delay inherent in on-demand multicas
5. Nodew establishes a direct route with sourceno warehouse protocols. In particular, routes between nodes are encited
. e|s'§ activated. their O(log? n) addresses and can be determined locally at the
7. Node v's ancestorw on level d* of HST T intercepts S€nder. The use abgn HSTs provides route diversity as each
the subscription requests becomes an active warehousepair of nodes hasogn independent routes to choose from.
(nominated byv, for the sources, in HST 7). However, significant changes in network topology negafivel
8: end if impact routing stretch and should result in reconstructén
logn HSTs. Note that user mobility does not change network

The information distribution procedure is shown in Algotopology as users connect to the network through proxy nodes

orithm 2 information distribution




Method Distributed | Stretch | Storage (per node)  or is slightly more than the total number of edges in the
Shortest-path tree connecting subgraph generated by a shortest-path tree or S4
(ex. PIM-SM, DVMRP) b 1 O(n) paths. However, the main result of this section is that, as
RP multicast Yes O(n) O(#RPs) the number of sources increases, the HST method aggregates
s4 Yes 3 o(vm) more efficiently than the other methods. The reason is _th{at th
Steiner tree No o(n) Q1) warehou;es and HST pathg can fieeused across multiple
HST-based Protocol Ves o) O(log? n) sources in our method (a single warehouse can often serve

a cluster of users for more than one source); on the other
TABLE I: Properties of information delivery algorithms. Note:hand, neither shortest-path multicast nor S4 actively geus
bounds are given for networks with constant expansion rate. paths across multiple sources — the paths to each source are
selected essentially independently.

We simulate the connecting subgraphs generated by the
Proposition 1 In a network with constant expansion rate, théiST-based Protocol, the shortest-path tree and S4, on four
user-to-source path defined by the algorithm has constamitwork topologies: (i) a perturbed grid on 1024 nodes in
stretch, with high probability. the unit square; (ii) a random node topology that places 1024

nodes uniformly at random in the unit square; (iii) the poexs
Proof: If a user connects directly with a source, as iPandom node topology but with all the nodes in two disks of
line 5 of Algorithm 1, then by Corollary 1, the result holds;adius 0.15 removed (i.e., “small” holes); (iv) the prexdou
Suppose on the other hand that a user, using proxy moderandom node topology but with all the nodes in two disks of
connects to source via warehousev. Let T" be thebestHST  adius 0.2 removed (i.e., “large” holes). In each netwodges
betweenv and s (as computed in line 2 of Algorithm 1), \vere determined by the unit-disk graph model with radius =
and 7" be thebestHST betweenw and s (as computed in 1 /16, giving the connected networks an average degree of
line 1 of Algorithm 2). Letdoy(-,-) denote the shortest path1p.8 11.4, 11.0 and 10.7, respectively. Three clustersh ea
distance in the network, andr(-,-) anddz(-,-) denote the comprising three users, traversed the network with a trajec
distance via the HST" and 7" respectively. By Corollary 1, generated according to the Reference Point Group Mobility
dr(v,s) < ¢ dopt(v,s), anddy: (w,s) < ¢ dop(w, s), both  model (RPGM) [10], over 25 discrete time stépat each
with high probability, for some constaat> 1. time step, users were identified with a proxy node, selected

Now, since the path betweenands in 7" passes through to be the closest fixed node in the network. At each of 100
warehousev, we have thatly (v, w) < dr (v, s) < c-dopi(v, $) iterations, we placed 1, 2, 3, 5, 10 or 20 source nodes at
(w.h.p.) (1). Moreover, we have by the triangle inequalitgtt random positions in the network.
dopt(w, 8) < dopt(v, 8) +dr(w,v) < (1+ ¢)dopi(v, s) W.h.p.).  Figure 3 shows the average number of edges in the con-
Therefore,dy (w, s) < ¢(1 + ¢)dopt(v, s) (W.h.p.) (2). necting subgraph (joining each user with each source) for

Combining (1) and (2), since the lengthof the user-to- each of the three methods, in the four network topologies.
source path between and s computed by our algorithm is The average is taken over 100 iterations of the 25-step RPGM
given byl = [dr(v,w)] + [dr/(w, s)], we have thal < [c- trajectory (with randomly selected source locations atheac
dopt(v, 8)] + [c(1 + ¢)dopt(v, 8)] = O(1)dopt(v, s) (W.h.p.). B jteration). For edges generated by the HST-based Protweol,
select candidate warehouses residing at leifel= 4 of the
HSTS. Results for other trajectories are not shown, but give

In Sections I, Il and IV, we showed theoretically thatjualitatively similar results.
our HST-based Protocol achieves three of the four desiredObserve that, for all topologies considered, with only a
properties of an information delivery scheme. Namely, owingle source in the network, the HST-based tree fares worse
algorithm is computed in a completefiecentralizedfashion; over the trajectory than shortest-tree multicast and S4& Th
we guarantee (w.h.p.) eonstant stretch path between sinks reason is that, although our method guaran®@¢3) stretch
and sources; each node maintaingoating table of size w.h.p., shortest-path multicast and S4 guarantee a stodtch
O(log? n) in expectation. See Table | for a summary of thé and 3, respectively (although S4 generally gives a stretch
properties and comparison to related techniques. much closer to 1 in practic®) Our method is geared toward

In this section, therefore, our goal is to evaluate the fimal daggregation at warehouse nodes, but when there is only a
sired property of our information delivery schemeaggrega- single source in the network, the total size of the connecting
tion — which counts the total number of edges required to josubgraph is dominated by the lengths of the source-to-sink
all of the users With all of the-source-S' FQI’ fair evaluatio, 4In RPGM, each cluster follows the lead of a reference clusteter; users
compare 0,‘” algorithm on this metric with shortesF-patIe tr%\/ithin a clus’ter may engage in complex mobility patterns abbetdénter.
multicast (i.e., PIM-SM [6]) and S4 (compact routing [15]), sHsTs have a height of 11 for networks with 1024 nodes. Selgcti
the two other distributed information delivery schemes taam candidate warehouses from other levels produced similareggtion trends
guarantee a constant stretch source-to-sink path. Wit an| @ In Figure 3, butl* = 4 performed the best for these topologies,

. . . . Recall that we achiev® (1) stretch despite requiring oni? (log® n)
single information source in the network, the total numbey,

) : orage per node in expectation, while shortest-path treiticast and S4
of edges in the HST-based connecting subgraph matchesireQ(n) andQ(1/n) storage per node, respectively.

B. Stretch Analysis

V. SIMULATION
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Fig. 3: Average number of edges required to join 9 mobile users with B, 8, 10 or 20 randomly positioned sources. Three protocols

(HST-based Protocol, S4 and shortest-path multicast) are tested foettuwbed grid, the random node topology, and the random node
topology with two “small” or two “large” holes. These networks have 1003R4, 888 and 770 nodes, respectively. The average number of
edges is taken over 100 iterations (with randomly selected source logabibas25-step RPGM trajectory. Results are presented as a ratio
over the average number of edges generated by the benchmatksstpath tree multicast method; a reading below 1 indicates a smaller
connecting subgraph on average than shortest-path tree multicast.Slhbaded tree draws warehouses from lelel= 4.

paths rather than any potential path sharing and aggregatidthese alternatives.

However, in both Figure 3(a) and 3(b), as the number In Figures 3(c) and 3(d), where we consider the random
of sources increases, we observe that our method increagde topology with two small or two large holes (i.e., nodes
ingly outperforms both shortest-path multicast and S4has tremoved from two disks of radius 0.15 or 0.2, respectively),
HSTs reuse paths and warehouses more efficiently. With motgserve that as the number of sources increases, the HST-
sources, the contribution of the path length (where our otkthbased method improves its aggregation performance relativ
lags) to the aggregation metric is dampened, while thetgbilishortest-path multicast. This matches our earlier corahss
to reuse warehouses and connecting paths (where our metfioth the simulations on the perturbed grid and random node
shines) is rewarded. Comparing Figures 3(a) and 3(b), vee atspology. However, while the HST-based tree outperforms
observe that our method seems to work better in a settingth multicast and S4 when the topology has “small” holes
with high path diversity, outperforming multicast more ibas (beginning at 5 sources), the HST-based tree fails to agtgeg
in the random node topology than in the perturbed grid (whighore efficiently than either alternative when the topologsg h
comprises a less diverse set of Manhattan-style paths)gi hilarge” holes.
path diversity means that shortest-path routing can reach ahe reason for this disparity in performance between Fig-
given source using a larger selection of independent pathiges 3(c) and 3(d) is similar to the path diversity arguments
which results in less aggregation; on the other hand, the-HSbove. Namely, as the hole radius increases, more and more
based protocol is immune to such path diversity due to tieé the connecting shortest paths will hug the boundary of the
regimented routes dictated by HST edges. Thus, we concluti@es. When constructing a shortest path, a large hole acts
that our HST infrastructure is particularly well-suited fine like a magnet, funneling the path into, along and out of the
multiple source setting; despite our infrastructure reggi boundary edges of the hole. Whereas previously, a cluster of
only O(log® n) storage per node in expectation (¥@(n) users may have sent a set of long non-overlapping parallel
and O(4/n) for the other methods), we not only guarantee _ ,

The particular radius parameters 0.15 (small) and 0.2 (lavge® selected

a ConStant's_‘tretCh path (w.h.p.) ?et\Nee” source and_ sutk, f3 jiustrate the observed phase transition between goatl ke relative
also maintain a smaller connecting subgraph over time thpegtformance of our method on the topology with holes.



(a) Shortest-path Tree (b) S4 Paths (c) HST-based Treed* = 3 (d) HST-based Treed™ = 4

Fig. 4: Snapshots of the connecting subgraphs for a single source martdem node topology as generated by (a) shortest-path tree, (b)
S4 paths, (c) HST paths with warehouses drawn from lé¥el= 3, and (d) HST paths witll* = 4. The source is denoted by a red star;
each user is given by a green asterisk, while the nearest networl pomes to the users are given by brown circles; the routing beacon
in S4 is given by a purple triangle; the warehouses in Figures 4(c) at)dadé given by blue squares.

paths toward the source, now with a large hole those pathe set of candidate warehouses available to users, and then
can aggregate together much earlier. As a result, methlkels loptimize the sequence of warehouses that users connect to as
shortest-path tree and S4 (which are based on buildingestorthey traverse the network.
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