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ABSTRACT

We focus on email-based attacks, a rich field with well-
publicized consequences. We show how current Natural Lan-
guage Generation (NLG) technology allows an attacker to
generate masquerade attacks on scale, and study their ef-
fectiveness with a within-subjects study. We also gather in-
sights on what parts of an email do users focus on and how
users identify attacks in this realm, by planting signals and
also by asking them for their reasoning. We find that: (i)
17% of participants could not identify any of the signals that
were inserted in emails, and (ii) Participants were unable
to perform better than random guessing on these attacks.
The insights gathered and the tools and techniques employed
could help defenders in: (i) implementing new, customized
anti-phishing solutions for Internet users including training
next-generation email filters that go beyond vanilla spam
filters and capable of addressing masquerade, (ii) more ef-
fectively training and upgrading the skills of email users, and
(iii) understanding the dynamics of this novel attack and its
ability of tricking humans.
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1. INTRODUCTION

Security, so far, has been largely a reactive field wherein
attackers expose new vulnerabilities, which are then patched
by defenders. Another problem has been that the solutions
have been to a large extent one-size-fits-all. For example, in
the case of spam, phishing and malware-containing emails,
organizations have installed email filters, which are typically
based on machine learning techniques. The problem with
machine learning techniques is well-known. They work well
when the instance in question is similar to the historical
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data on which they have been trained [39]. Knowing this,
the attackers constantly change the attack, so that the at-
tacks escape the email filters. These new attacks, when they
reach the inboxes of unsuspecting users, cause havoc, which
periodically makes it into the news headlines, but most often
is kept under wraps by companies worried about tarnishing
their reputations. We need to change the playing field. Ev-
eryone understands this, but the crucial question is how.

We believe that a multi-pronged approach is needed. First,
we need to give defenders insights and tools that will make
them proactive rather than reactive so that they can im-
prove their email filters to anticipate the next generation of
attacks. Second, we need to equip Internet users and em-
ployees with defense-in-depth. After the generic email filter,
which will invariably fail at some point even if it is much bet-
ter than before, should come the second level of defense: a
customized solution that: (i) takes into account the context
and past behavior of the user to warn and defend the user
from the attacks that escape the cookie-cutter filter, and
(ii) constantly trains and upgrades the skills of the user. In
this paper, we show how attackers could generate masquer-
ade attacks on scale and gather insights and tools to: help
defenders improve their machine learning filters, generate
customized solutions, and train/upgrade user skills.

We focus on the realm of email-based attacks, which could
be phishing/spear-phishing, malware. As others have ob-
served, e.g., see [7], “email-based attacks are probably one
of the most effective in today’s hacker bag of tricks.” Our
key findings and contributions are as follows:

1. We show how to use current Natural Language Gener-
ation (NLG) to generate several variants of masquer-
ade attacks with a modest amount of manual effort (5-
6 hours for someone with a basic knowledge of NLG
techniques). We then study their effectiveness with a
within-subjects study. It is well known that there is a
division of labor in the phishing ecosystem [19], so al-
though not every phisher will spend this kind of effort
or have the needed knowledge, but a subgroup could
spend that effort so that more could reap the rewards.

2. By planting signals in the generated emails and ex-
plicitly asking for their reasoning, we gather insights
on the parts of the email that users focus on and how
users identify attacks in this realm.

3. Real world experiments with a varied participant pop-
ulation indicate that the proposed masquerade email
attack is non-trivial: for humans, detection rates only



slightly better than random (50%), and also for state-
of-the-art automatic approaches. We manipulate some
variables in the emails (signals, real/fake and reading
level) and study how they affect the detection rate.
We also investigate whether unmanipulated variables
such as, demographics, email knowledge/experience,
time spent, personality, and strategy used, make a dif-
ference or not. We find that none of these make any
difference, except for personality traits of extraversion
and conscientiousness. (Section 4.4.1).

4. The proposed masquerade attack can deceive 74% of
participants when there is no embedded signal (Sec-
tion 4). Masquerade attack on Hillary Clinton’s emails
fooled 34% of the people and on Sarah Palin’s fooled
71% of the people (Section 4.2).

Our work suggests that current NLG techniques are al-
ready effective even for: experienced users of emails, and
users with different ages and gender (Section 4). Therefore,
they can be used by defenders to improve their filters by
subjecting them to freshly synthesized attacks. Similarly,
they can also be used to train Internet users/employees by
sending users newly generated attacks. Our work also yields
insights into reasoning strategies used by users to identify
email attacks, which can be used to design better training
tools and materials (Section 4.4.3). Regardless of how so-
phisticated were the strategies used, our method achieves
similar success in deceiving users, with performance ranging
from 46% to 57% (Section 4.4.3) Our work could spur further
research in NLG techniques, which will further help defend-
ers and Internet users/employees. Because we focus more on
how users identify deceptiveness/impersonation and not on
characteristics of specific attacks, our work is more generally
applicable to any attack involving an email, be it a company
representation fraud, phishing, malware, spear-phishing, or
a totally new attack involving an email.

2. MASQUERADE ATTACK

Email spam [8] and phishing [26] have been studied exten-
sively in the literature. However, the problem of masquerade
in emails has not received much attention. To our knowl-
edge, the closest works on masquerade are those in the con-
text of a user impersonating another (e.g., by a compromised
account) and the detection mechanism tries to find anoma-
lies in the character streams of commands issued during the
masquerader’s session [31, 30, 36]. In [41] the problem was
addressed using recursive data mining and author identifi-
cation methods. Other flavors of the problem in computer
security are those appearing in [35] that study the problem
in the context of search behaviors and [47] that employ sta-
tistical learning and one-class classification.

Email masquerade refers to the situation where an ad-
versary after gaining access to the email of a (potentially
prominent) person, scans previous emails and learns about
the writing style of the compromised account. The mas-
querader also learns about the contacts of the compromised
account and context in which previous conversations took
place. The masquerader then uses these to his advantage to
send out new emails to the various contacts of the compro-
mised account. The emails sent by the masquerader have
fake content (yet they simulate the same style and context
of the compromised account). The attack could be used for
miscommunication, disharmony, discord, phishing, malware

downloads via clickjacking/link spam or simply email abuse
and fooling people. It can also be exploited with modest
human effort to create misinformation and political cam-
paigns, given that so many emails of politicians are now
available on the web. The problem is important and has
recently been covered in the news [14], particularly, in the
banking industry where the problem is referred to as “exec-
utive impersonation.” Here, we consider a specific version
of masquerade attack in which the impersonator copies the
style and grammar of the person with whom the victim had
communicated before.

2.1 Data

To understand the dynamics of the masquerade problem
and its detection hardness, we need actual samples of mas-
querade. However, the inherent nature of the problem pro-
hibits obtaining large-scale samples of real-world cases of
masquerade emails. One main reason for this is that one
can get real-world cases of email masquerade only by either
(1) confession of the hacker or (2) an affirmation of the com-
promised account holder that he/she was a victim of email
masquerade, as the receivers of the masqueraded emails will
never know for sure. Clearly the above factors may not be
possible to obtain thereby prohibiting us to explore large-
scale real-world cases of masquerade emails. The problem
gets harder if we are trying to understand masquerade on
eminent personalities due to censorship. Nonetheless, we
devise a novel scheme to simulate the masquerade attack.
We generated deceptive masquerade emails using a Natural
Language Generation tool, specifically the Dada Engine [5].

We decided to explore the attack for two eminent person-
alities: Hilary Clinton (HC) and Sarah Palin (SP). Their
emails were obtained from the archives released in [42, 48].
After parsing the content, style and structure of the original
emails, we created a grammar that simulates emails as if
being written by the original sender (HC/SP).

Natural Language Generators and the Dada En-
gine. One of the aims of computational linguistics and nat-
ural language generation is to facilitate the use of comput-
ers by allowing the machine and their users to communicate
using natural language. Usually, a generator works by hav-
ing a large dataset of knowledge to pull from that is then
manipulated by programmable grammatical rules in order
to generate readable text. This process is usually broken
down into two steps: text planning, which is concerned with
deciding the content of the text, and realization, which is
concerned with the lexigraphy, and syntactic organization
of the text. Some of the variations of these approaches ap-
pear in [15]. For our purposes, we used the Dada engine,
which has been successfully used to construct the academic
papers on postmodernism [6].

The Dada engine is a natural language generator tool that
is based on the principle of recursive transition networks, or
recursive grammars. A recursive transition network (RTN)
can be thought of as a schematic diagram of a grammar,
which shows the various pathways that different yields of
the grammar can take. For example, in the construction
of a sentence, one may choose to follow the RTN has been
shown in Figure 1.

If one follows the RTN in Figure 1 from the start to the
end, one passes through states (boxes) representing the var-
ious elements which make up the sentence in sequence: first
a preposition, then an optional adjective, then a noun and



sentence:

oo + | #mmemeeeeee- + | #------ + de----- +

Figure 1: Example of Recursive Transition Network

then a verb. After the preposition, the network branches
into two paths, one of which leads to the adjective and the
other which bypasses it and goes straight on to the noun.

2.2 Generating Masquerade Emails with Dada

The goal is to tune the grammar of Dada that respects
key stylistic elements of the original (compromised account)
author yet induce deception via content to simulate mas-
querade behavior. Further, we mandated that the gener-
ated email should be similar to real emails in all aspects:
time at which the email was sent, the way that the actual
author uses punctuation, sophistication level of grammar
rules that he/she uses, etc. This process entailed manu-
ally combing (2-3 hours of effort) through a dataset of true
emails in order to construct a structure for the generated
text. This included creating an email header that contained
the names of the recipients of the email. These names were
stored in variables and used throughout the script in order
to maintain consistency. Other constraints were added in
order to ensure the generated emails matched in terms of
style. This included creating methods that allowed for oc-
casional misspelling and abbreviations, if the actual author
has misspellings or uses abbreviations in his/her writing.
Dada follows the programmed grammatical rules to select
the appropriate subject and organization to create coherent
sentences.

For writing the grammar (approximately three hours of ef-
fort), we went over real emails and tried to find key features
in their writing style. Misspelling, abbreviation, preposi-
tional phrases, conjunctions, correct/incorrect usage of punc-
tuations are some of these features. Then we generated all
fields of an email, subject, to, date/time, and body of the
email. There are some semantic constraints in generating
all these fields automatically. Data/time should be crafted
carefully in order to have a correct day of the week. For
example, we should not generate something like “Sun Nov 1
01:10:03 2012”, since November 1 is Thursday. The most im-
portant constraint is the relevance of the body of the email
to the subject line. Solving date/time issue was done by
generating a list of valid date and time and using that list in
the grammar. For the subject-body relevance, we made our
grammar hierarchical by grouping the rules. Each group has
its own topic and each group has its own rules for generating
the subject line. We illustrate this process with an example.

First, here are sample sentences that discuss a meeting;:

e “Could you pls bring a copy of the strategy memo with
you.”

e “Where is the meeting?”

e “Has the meeting been canceled?”

And the following sentences are talking about a report:

e “It is markedly better.”
e “But as I'm reading thru it, I notice missing words”

Now, if the selected topic is “meeting”, here is the proce-
dure for generating an email: The nonterminal Request will

search through different text literals such as “Is the” and
“When will”. The nonterminal Subject will be replaced by
the text literals such as “memo” or “meeting.” The nonter-
minal Transition contains transitional phrases that can be
used such as “be at” or “be after” and the nonterminal Time
will return a time. The grammatical rules of our script con-
struct sentences in this way to generate a full text. Full text
can be seen below in generated emails. For Hilary Clinton:

~

From: H [HDR22@clintonemail.com]

To: Wilhelm Hamburger

Cc: Paul Buxton, Stephen T. Drucker

Sent: Thu Nov 1 01:10:03 2012

Subject: Strategy memo

PIs type this out in BIG print for me. Can you please
contact Paul Buxton to see what we have to do to
get them on board. Thx.

In this text, the use of the name variable is apparent as
the name in the CC section is mimicked in the text body.
This ensures a convincing deception. For generating names,
we used a list of first and last names of different countries
and chose from them randomly.

Although we used NLG to generate the masquerade sam-
ples, it should be noted that it is ground truth (we know
those emails are fake as they were machine generated and
not from the original author). One can argue it lacks the
mindset of an actual masquerader which is true and a factor
very difficult if not impossible to simulate. We believe that
it nevertheless provides us a decent opportunity to explore
this novel attack and provides us sufficient ground truth
masquerade samples for an eminent email author that are
otherwise extremely difficult to procure. As we will see in
the result section, even expert human detection performance
was close to random in detecting true vs. masquerade email
showing that the data generated is reasonable.

We intentionally added some fake signals into output of
our system to see: which parts of an email people focus
on and how sophisticated a system needs to be to deceive
people. Particularly, we considered these errors: Fake name,
repeated sentence, and incoherent flow of idea. “Captain
America” and “Humpty Dumpty” are the fake names that
we used. Incoherent flow of idea is the case that the email
talks about two different topics. Here, we show a sample
question with incoherent flow of idea.

From: Person2

To: Wilhelm Tournier

Date: Thursday, August 02, 2007 01:46 PM
Subject: Meeting

Thomas coverage of the ethics issue made Martin
look like she was on the high rd by basically claiming
I was inaccesible and we just don’t understand the
process. Can you get back to them and let her know
if someone is available to go the event?

We also see in this script the misspelling of the word “in-
accessible” which is characteristic of Palin’s emailing habits.
We will later see the impact of each of the above three fake
signals towards the effectiveness of attack in the results sec-
tion. It will also show what features of an email do humans
focus on when they are engaged in identifying deception.

It is worth noting that in some emails, we as a sender ask



for some information from the receiver, which is common in
spam and phishing emails, but we do not have any email that
asks the receiver to download an attachment. The reason is
the dataset that we used for the NLG. In Hillary Clinton
and Sarah Palin’s emails, there is no email that asks for
downloading an attachment. So if we add it manually as
a fake signal to the generated emails, it is a big deviation
from the real emails (we do not have any similar real email
to show the participants at the beginning).

3. EXPERIMENT SETUP

To evaluate effectiveness of our proposed attacks and in-
vestigate the reasoning/strategies that people use in their
decision-making process, we perform an experimental study.
We use some real emails and some fake ones (created by the
attack introduced in Section 2 to generate the questions.
Figure 2 shows the process flow diagram of the experiment.
First, all participants did a personality test before coming
to the lab. This was done to reduce the time spent in the
lab and the potential for fatigue. We used the Big Five
Personality test for measuring personality traits of partic-
ipants. The Big Five Personality Traits, is a well known
and widely accepted model for measuring and describing
different aspects of human personality and psyche [9]. This
model describes human personality from five broad dimen-
sions: Extraversion, Agreeableness, Conscientiousness, Neu-
roticism, and Openness. We check later whether there is
any correlation between personality traits and performance
of participants.

In the lab, we started by asking participants some basic
questions about their email experience: approximate num-
ber of emails received each day, years of email use, and the
spam filter used if any. Next, we ask them about educa-
tion and computer background. Once the participants an-
swer these questions, the main part of the experiment starts
(gray area in the flowchart). We divided the questions into
two parts: Hillary Clinton’s emails and Sarah Palin’s emails
in this order. In each part, before the questions, we gave
six real emails of the actual author, then we show the eight
different questions and for each we asked them to decide if
it is fake or real. The participants were given sufficient time
to become familiar with the styles of the emails sent by the
senders to emulate a real world scenario in which the victims
are deceived by not only the sender name and email address
but also the styles with which they are familiar. We ask each
participant “Do you think this email is Real or Fake?” exact
question from our survey, and after that we ask about the
reasoning, “If you think this email is fake, please list ALL
the reasons that made you think the email is fraudulent.
Otherwise, justify why you think this email is real.”

In addition to the questions, we also asked participants to
indicate their confidence level, “How confident are you about
your answer?” to know if they got lucky. Range of confidence
is from 1 (least confident) to 5 (extremely confident).

During the experiment, a PhD student was assigned to
keep track of the responses (in real time) given by the par-
ticipants. We have two reasons for this real time checking.
First, to make sure all the reasoning and responses are clear
and unambiguous. Second, to avoid human mistakes. We
had two cases in which, during the checking of responses, the
student found an inconsistency between the participant’s re-
sponse and his/her reasoning, e.g. one of the participants
chose “fake” as a response but in the reasoning part we got

Question about %Léi?;%gﬁg?]gt
Personality Test[——» Email Computer
Experience
\ J Elackground
s ™y
8 Questions of 6 Real Email of
Hillary Clinton Hll\ar\, Clinton
p. S
h 4
' ™y '
6 Real Email of o| & Questions Uf} N .
Sarah Palin Sarah Palin J Interview
p A p.

Figure 2: Flowchart of entire phishing experiment

“his/her language is similar to Person 1 real emails.” The
student noted all these issues and asked the participant(s)
about them after the experiment.

At the end, we interviewed the participants to evaluate
their knowledge and experience about email. “What are the
different parts of the email” and “How much do they rely
on sender’s email address in order to decide if an email is
fake or not” are some examples of these questions. We also
asked them to show the full header of an email in a client
that they use.

We have 16 questions in the study for which participants
need to write down their complete reasoning besides choos-
ing their answers: fake/real. Such an experiment may make
the participants bored or tired, and they could start hurrying
through the last few questions. The time that they spent on
each question is a good indicator to see if they are really got
bored /fatigued or not. We divided the 16 questions into four
parts: first, second, third and fourth quarter and then cal-
culated the average spent time in each part. We found that
there is no significant difference between these groups (p-
value=0.549) and the averages (stddevs) are 128.15 (78.28),
115.47 (71.94), 126.93 (55.84) and 108.09 (57.31) seconds
respectively. We can say that participants gave the same
amount of attention since they spent similar amounts of time
on first group as the last group of questions.

While some might argue, such as the work of [29] albeit
conducted in a financial setting, that the lack of any risk in
a lab setting may make the subjects behave very differently
from a real-world scenario, others have argued for more lab-
oratory experiments not less [13].

3.1 Datasets

Building block of the NLG is a dataset of actual texts
which is needed to extract the grammar rules. As mentioned
in section 2.1, for the masquerade attack we use Hillary Clin-
ton and Sarah Palin as the persons whose identity is being
masqueraded, and we use Dada engine in order to gener-
ate fake emails that are similar to their actual emails. To
remove any effect from familiarity with Hillary Clinton or
Sarah Palin, we removed names of the actual authors (HC
and SP) and used Personl and Person2 instead.

The Flesch-Kincaid readability test was used in order to
measure the readability level of Hillary Clinton and Sarah
Palin. This test has two parts, Flesch Reading Ease, and
the Flesch-Kincaid Grade Level. In the first part, the higher
the measure means the easier it is to read and understand.



The Range of this score is usually between 0 to 100. Flesch-
Kincaid Grade Level shows how many years of education are
needed to understand a text. For example, if the grade level
a text is 10, it means 10 years of U.S. schooling is needed.

We randomly chose 50 emails (25 for each author) and
calculated the two aforementioned scores for each of them.
Flesch Reading Ease for Hillary Clinton is 79.78 and for
Sarah Palin 66.81, and Flesch-Kincaid Grade Level is 3.78
and 7.35 respectively. These results show that Sarah Palin’s
emails are harder to read than Hilary Clinton’s emails. We
study how this affects performance of participants in detect-
ing real and fake emails of SP and HC.

3.2 Participants

Before running the experiment we requested IRB approval.
After receiving the approval, we conducted a small pilot
study with three participants before running the actual sur-
vey. During the pilot study we found and fixed a few prob-
lems in the experiment design. Below is the list of major
improvements that we made:

e Fake Name: We found that the fake names we had
used were hard to detect. We had combined first name
and last name from different languages (e.g. French

and German) and included more than one middle name.

We decided to change these into more obvious fake
names, e.g., Captain America and Humpty Dumpty.

e Proper Real Emails: At the beginning of each part
(HC/SP), we give six sample emails of each actual au-
thor to the participants, and there were four real emails
in the questions. We had some signals (e.g., abbrevi-
ations) in the real emails of HC/SP in the questions
part that did not exist in the six sample real emails,
so participants marked them as fake because of these
signals. We checked these signals and chose six sample
real emails that corresponded more closely to the real
emails in the questions.

After the pilot study, a recruitment email was sent to all
the students at the college of Natural Sciences and Math-
ematics, which includes six departments (and over 20 ma-
jors): Biology & Biochemistry, Chemistry, Computer Sci-
ence, Earth & Atmospheric Science, Mathematics, and Phy-
sics. To further diversify the participant pool, we also re-
cruited staff so we have some majors from other colleges also.
We had 34 participants, of which 15 were female (44%) and
19 male (56%). The majors of our participants are: com-
puter science (33%), Biology (26%), Chemistry (12%), fi-
nance (9%) and others (20%). From the academic degree
aspect, four of them are Ph.D. student, two are Masters
student, 26 Undergrad student and two of them have High
School Diploma.

For their spam filter, 30 participants (88%) use the Gmail
spam filter. Kaspersky, McAfee, Yahoo, and Web Of Trust
chrome extension is each used by one participant (3% each).
Below is some other information about characteristic of the
participants.

e Age ranges from 18 to 64 years (Mean = 25, stddev =
10.7, var = 114.61).

e Number of emails received daily ranges from three to
100 (Mean = 19.66, stddev = 19.74, var = 389.70).

e Years of email usage range from four to 20 (Mean =
10.55, stddev = 3.76, var = 14.17).

e Social network usage per week (number of times checked)
ranges from zero to 1200 (Mean = 71.81, stddev =
222.96, var = 49712.66)

Independent Variables
¢ Readability Level

» Real/Fake

o Attack Type

Dependent Variables
« Detection Rate
« Weighted Detection
Rate
* Confidence Level
* Time Spent

Unmanipulated Variables
* Age
« Gender

o Years Using Email
e Education Level
* Email Propagation Knowledge,

* Email Sent each Day
* Social Network Usage
® Personality Traits

Figure 3: Relationship Between Variables

3.3 Variables

Several variables exist in the study. Figure 3 shows the
variables and their relationships. Independent variables are
those that we manipulated on different questions to see how
they affect performance. Dependent variables are the ob-
served variables and the goal of this study is to find how
they depend on the other variables. Most of the dependent
variables are related to the performance of the participants.

Detection rate (DR) is proportion of emails that are de-
tected correctly, real detected as real and fake detected as
fake. Confidence level is the degree of confidence that partic-
ipants have in their answers. Weighted detection rate is the
combination of detection rate and confidence level. The rea-
son for having weighted detection rate (WDR) in addition to
detection rate is that DR only considers the final output of
participants for each question, either zero or one. We need
a way to combine the final output with participants’ confi-
dence level. WDR does this by multiplying confidence level
with +1/-1 for correct/wrong answers. Time spent is the
time that participants spent for answering each question.

Table 1 explains the independent variables. Hillary Clin-
ton and Sarah Palin are used as the authors with two dif-
ferent readability levels. The questions part includes eight
questions for each of them, four generated (fake) and four
real emails. Three of those four fake emails have embedded
signals of falseness and one is without any embedded signal.

Unmanipulated variables are variables over which we have
no control. We check if there is any relationship between
these variables and dependent variables. By randomly choos-
ing the participants from the population we reduce the effect
of these variables on our study. Table 2 shows unmanipu-
lated variables and their description (Age and gender are
removed from the table). For Email Propagation Knowl-
edge, we defined four levels of knowledge: (i) those who do
not know anything about it, (ii) those who think there is
a server that receives from the sender and sends it to the
receiver, (iii) those who think there is more than one server
in the middle (sender mail server and receiver mail server),
and (iv) those who have fairly comprehensive knowledge.



Table 1: Independent Variables and Description
Independent Variable Description
Readability level of the

actual author.
Flesch-Kincaid test used
for calculating readability
Actual emails and
masquerade attack emails
Different fake signals added
to the emails: fake name,
repeated sentence,
incoherent flow of idea

Readability Level

Real and Fake

Attack Type

Table 2: Unmanipulated Variables and Description
Unmanipulated
Variable
Years Using Email
Education Level

Description

Number of years using email
Participants seeking degree
Level of knowledge about
how emails are sent
through the Internet
Email Sent Each Day Number of emails sent each day
Social Network How many times per week
Usage they use any social network
Five personality traits defined
by Big Five Personality Test

Email Propagation
Knowledge

Personality Traits

4. RESULTS

In this section, we present the effectiveness of the attack
and whether any variables had any statistically significant
effect on the detection rate or WDR.

First, we study the effect of independent variables on de-
pendent ones, then we check the effect of unmanipulated
variables on dependent variables. Table 3 shows detailed de-
scription of all questions in the masquerade attack with per-
formance of participants and their average confidence level
for each question. Participants’ detection rate ranges from
5/16 (31.25%) to 12/16 (75%) (mean=0.529, stddev=0.099,
var=0.0098). Their performance on correctly identifying
real emails ranges from 1/8 (12.5%) to 6/8 (75%) (mean
= 0.452, stddev=0.125, var=0.016) and in correctly iden-
tifying fake emails range from 2/8 (25%) to 8/8 (100%)
(mean=0.607, stddev=0.160, var=0.026). Average confi-
dence level of participants in masquerade attack ranges from
2.81 to 5 (mean=3.61, stddev=0.454, var=0.206).

Automatic Detection Technique. We also implemen-
ted a state-of-the-art one-class authorship verification (AV)
technique [27] and deception detection (DD) [1]. We used
the emails entire datase of Hillary Clinton and Sarah Palin
and 100 NLG generated emails for each of them as training
set, except the 16 real emails that are used in our survey, and
tested the real and fake emails with these technique. The
results are in the last two columns of the Table 3, 62.5%
accuracy for AV and 75% accuracy for DD. For SP’s emails,
the AV technique considered all emails as real (50% accu-
racy), and DD technique considered only two fake email as
real (75% accuracy). For HC’s emails, both AV and DD mis-
classified two fake emails as real (75% accuracy). So, even
with training on the entire dataset (except the test emails)
these technique could not identify fake emails correctly.

Table 3: 16 questions, their features and percent-
age of right and wrong answers (average confidence
level). n- question number. R/F- the correct an-
swer. G- real email. FN- Fake name, IFI- Incoher-
ent, RS- Repeated Sentence and NE- No Error. AV
and DD are the outputs of authorship verification

n (R/F|Feature| Right Wrong [AV|DD
ITR | G [8823(41)[11.76 35)|R|R
S[2] F [ FN [82.35(3.25)[17.64 (36) | R | R
E[3TR | G [7352(3.96)[26.47 (2.88)| R | R
O[4] R | G |67.64(3.6) [32.35 (3.09)| R | R
=[5 F | IFI |61.76 (3.9) [3823 (3.61)| F | R
=6 R | G [67.64 (4.08)[32.35 (3.27)| R | R
E[7[ F | RS |76.47 (3.46)[2352 (3.62)| R | F
8] F | NE [55.88 (3.73)[44.11 (3.73)| F | F
9 R | G 58 (5) |94.11 (4.349)| R | R
Z|I0[ F [ RS [47.05 (3.06)[52.94 (3.9 R | F
S R | G (2647 (3.33)[73.52 3.44)| R | R
~T2[ R [ G [20.58 (3.28)[79.41 (4.03)| R | R
=[I3[ F | IFT |67.64 (3.08)[32.35 (3.45)| R | R
S[14[ F | FN 50 (3) 50 352) |R| R
15| F | NE |44.11 (2.53)[55.88 (3.42)| R | F
16| R | G |11.76 (3.75)|38.23 (3.83)| R | R

Table 4: Detection rate (DR), average confidence
level (ACL) and weighted detection rate (WDR) of
participants for all 16 questions

DR ACL | WDR
Overall 52.94% | 3.54 | 0.134
High Conf. | 46.52% | 4.34 | -0.091

Table 4 provides overall performance of participants on
masquerade attack. Weighted detection rate, detection rate,
and average confidence level are shown in the first row. De-
tection rate of responses that have confidence level at least
four (High Conf.) have shown in the second row of the table.

Detection rate is about 50% and WDR is close to 0. This
means that the participants are not able to reliably distin-
guish between fake and real emails. We should keep in the
mind that over all 8 fake questions that we have, six ques-
tions have obvious embedded signals of falseness (fake name,
repeated sentence, and incoherent flow of idea), two ques-
tions per signal. So if we exclude those fake emails that
have embedded signals, we might have an even more effec-
tive attack although it will increase attack generation time
a little. To answer this question, we need the performance
of participants on each type of fake email separately to see
how much complexity is needed for an effective attack. In
the rest this section, we analyze the effect of unmanipulated
and independent variables on our dependent variables.

We have three different independent variables: real and
fake email, readability level and fake signals. We want to
know how these variables can affect performance of partici-
pants, in general how they affect the dependent variables.

4.1 Real and Fake

Half of the questions in the experiment are real and the
other half are generated by masquerade attack (fakes, for
short). Comparing these two groups of questions gives us an
insight about the detailed performance of the participants.



Table 5: Detection rate (DR), average confidence
level (ACL) and weighted detection rate (WDR) of
participants for 8 real and 8 fake questions

Table 6: Detection rate (DR), average confidence
level (ACL) and weighted detection rate of partici-
pants for Hillary Clinton’s and Sarah Palin’s ques-

Questions | Metric | Overall | High Conf.
DR 45.22% 43.53%
Real ACL 3.79 4.39
WDR | -0.301 -0.383
DR 60.66% 50.36%
Fake ACL 3.41 4.3
WDR 0.56 0.409

tions

Questions | Metric | Overall | High Conf.
DR 71.69% 74.35%
HC ACL 3.66 4.04
WDR 1.72 2.12
DR 34.19% 23.41%
SP ACL 3.56 4.13
WDR -1.45 -2.56

Table 5 shows the performance of participants on real and
fake emails separately. The results illustrate that partici-
pants do better in detecting fake emails than real emails.
This could have happened because of an in-lab experiment
effect, viz., a slight bias towards marking emails fake. We
perform a significance test to see whether the difference in
performance is by chance or not. To answer this question we
test these two groups to find a significant difference between
various variables (performance, confidence, spent time):

e Comparing mean DR of participants on real and fake
emails (p=6.979¢-05, df=62.523, t=-4.2611)

e Comparing mean WDR of participants on real and fake
emails (p=0.002 , df=62.157, t=-3.1272)

e Comparing mean confidence of participants on real and
fake emails (p=0.005, df=62.26, t=-2.8977)

e Comparing average spent time of each participants on
real and fake emails (p=0.3378, df=65.197, t=-0.965)

P-value for first three tests are less than 0.05. Since we are
running the t-test on each response variable more than one
time (three times in this case), this increases probability
of type 1 error (multiple comparison problem). To avoid
this issue, we utilize Benjamini-Hochberg [18] procedure to
find significant p-values. First three tests are still significant
after applying the Benjamini-Hochberg procedure. So, there
is significant difference between performance and confidence
of participants on real and fake emails. Fake emails are
easier to detect with higher confidence. This shows that the
difference we saw in the previous section is significant and
not by chance. This suggests that participants have a slight
bias towards choosing fake, so our attack could have higher
success rates in a non-lab setting.

4.2 Hillary Clinton and Sarah Palin

Hillary Clinton and Sarah Palin’s writings are different
from each other from the readability aspect. In section 3.1,
we showed that Sarah Palin’s emails are harder to read. We
now study how this difference can affect performance of par-
ticipants in detection of real and fake emails. For example,
if we know that participants are more easily deceived when
the attacker mimics the email of a writer whose emails are
simpler, then it would be better to design attack vectors for
easy-to-read authors.

Table 6 shows performance of participants on masquerade
attack for Hillary Clinton and Sarah Palin separately (both
real and fake). Detection rates of those responses with con-
fidence level at least four (High Conf.) have been shown
in the fourth column of the table. Comparing performance
of participants on detecting Sarah Palin and Hillary Clin-
ton’s emails yields an interesting result. There is a huge

gap between participants’ detection rate of Hillary Clinton
(71.69%) and Sarah Palin (34.19%). So our results suggest
that masquerade attacks at higher Flesh-Kincaid level may
be harder to detect.

We now use t-test to study whether the difference between
the performance of participant on each part is significant or
not. Below is the result of significance test on all dependent
variables (performance, confidence, spent time):

e Comparing mean DR of participants on HC and SP
emails (p=6.1e-16, df=65.868, t=10.638)

e Comparing mean WDR of participants on HC and SP
emails (p<2.2e-16 , df=65.959, t=11.452)

e Comparing mean confidence of participants on HC and
SP emails (p=0.4242, df=60.75, t=0.223)

e Comparing average time spent by participants on HC
and SP emails (p=0.8238, df=60.75, t=0.223)

Based on the significance test results and after apply-
ing Benjaminin-Hochberg, we found a significant difference
between performance (DR and WDR) of participants on
detecting Hillary Clinton and Sarah Palin’s emails. This
supports what we mentioned earlier about the difference
between HC and SP’s detection rate (34.19% for SP and
71.69% for HC).

4.3 Embedded Fake Signals

There are three different embedded signals in our attack
emails. Table 7 presents the performance of participants
on each type of signal for falseness separately. As expected,
detection rate of participants on the questions with no signal
is much lower than the detection rate on the other three
types, 26.4% compared to at least 61%. This means that our
attack successfully deceived 74% of participants. Among all
34 participants, six participants (17%) could not detect any
of the signals. As shown above, by using a higher Flesch-
Kincaid level we can have a higher performance on deceiving
people, but even with lower Flesch-Kincaid level and simpler
grammar (the one with incoherent flow of idea) we can have
a good performance (about 40% success rate in deception).

We should note that among those participants who de-
tected emails with embedded signals as fake, some of them
chose fake because of the reasons other than actual embed-
ded signals, Table 7 is just based on their answer choice (real
or fake) not their reasoning.

Since our independent variable (attack type) takes four
different values, we use the ANOVA test instead of the t-
test. ANOVA reveals that average detection rate of each
groups (p-value = 1.19e-06) differed significantly as a func-
tion of fake signals (F(4, 136) = 11.31, p-value = 1.19¢-06).



Table 7: Detection rate for each type of attack

Attack Type Detection Rate
1 Fake Name 66.17%
2 Incoherent 64.70%
3 | Repeated Sentence 61.76%
4 No Error 26.47%

Table 8: T-test for comparing the performance of
participants based on each trait
Trait (median) DR | WDR | Time | ACL
Extraversion (27) | 0.208 | 0.145 | 0.19 | 0.398
Agreeableness (33) | 0.762 | 0.922 | 0.081 | 0.726
Conscien. (32) 0.672 | 0.666 | 0.436 | 0.007
Neuroticism (23) | 0.922 | 0.922 | 0.365 | 0.316
Openness (35) 0.847 | 0.961 | 0.831 | 0.992

A Tukey post-hoc test reveals that questions with “No Er-
ror” are significantly different from other questions and there
is no significant difference between other questions. So, all
three signals of attack are similar to each other from dif-
ficulty point of view, and questions that do not have any
attack signals are harder to detect.

4.4 Unmanipulated Variables

Now we show whether or not there is any relation between
unmanipulated variables and dependent variables. We have
different kinds of unmanipulated variables: some of them
can be grouped together, e.g., age and sex are both part of
participant demographics. Based on these similarities, we
categorize the variables and show the correlation for each
category separately. We have these four categories:

e Personality: Five different traits defined by Big Five
Personality Test

e Demographics: Age, gender

e Strategies: Strategies that each participants uses to
make decision about emails

o Knowledge and Background: Participants’ background
knowledge on computer/email, and education level (in-
cludes Emails sent each day, Email propagation knowl-
edge, Social network usage, and Education level).

4.4.1 Personality Traits

Personality traits reveal internal aspects of each person’s
mind. In this study, we check whether these traits have any
effect on the detection rate of participants. Since the per-
formance of participants and the personality trait scores are
not continuous variables, it is not a good idea to use the
pearson correlation test on each trait and the performance
value directly. For each trait, suppose M is the median.
We divide the participants into two groups based on the
value of M; those who are greater than M and those who are
less than or equal to M. Then we apply t-test to compare
their performance between each group. Personality scores of
our participants approximately range from lowest to highest
score for all the traits. This means that our sample of par-
ticipants is not skewed in any direction from the personality
perspective. More details about the personality scores are
in the Appendix.

Table 8 presents p-values of t-test on different groups of
participants. There is a significant difference between confi-

Table 9: Strategy and number of participants (IN)

that used it
Strategy N Strategy N
Style 34 Mechanics 31
Grammar,
Capitalization, 30 Incoherent 18
Punctuation
Fake Name 17 Topic 17
Repeated Sentences | 14 | Asking for action/info | 14
Time format 12 Different time 9
Subject 6 Similalt / Diﬂerent 4
recipients
Over-thinkers 4 Spelling Issue 3
Sender does not give 3
information

dence level of participants as a function of conscientiousness.
Those who have lower conscientiousness have higher confi-
dence in their answers.

4.4.2 Demography

Now we show the effect of demographic features of partic-
ipants on their responses. For this we check the significance
of difference on mean values of dependent variables as a func-
tion of age and sex. For age, we divided the participants into
two groups: older than 21 years old (median) and younger
than 21. Based on t-test results there is no statistically sig-
nificant difference in participants’ average performance with
different age and sex. P-values are in the Appendix.

4.4.3 Reasoning Analysis

In each question of the survey, we asked participants to
write down their entire reasoning for choosing fake or real.
Strategies that participants used to distinguish attacks from
real emails are another important aspect of this study. We
can use these strategies to understand how we can improve
the attack, or from the defender/training point of view what
are the things that email users do not pay attention to and
need help with.

We categorized participants’ strategies into 14 groups (each
group is in bold font). Below is the list of signals with a brief
description (our embedded signals are excluded).

e Style: The way of writing, tone of talking, and level
of formality, e.g., referring by first name or last name

e Mechanics: Length of sentences and Email, using ab-
breviation, choice of words

e Grammar, capitalization, and punctuation

e Topic: Topic of email is not related to the real emails

e Asking for action/info: Does the email ask for doing
an action? or give any information?

e Time Format: The time format that original au-
thor’s used in real sample emails. 24-hour or 12-hour
or using date and time together

e Different Time: The email sending time is unusual
compared to the time in real sample emails

e Subject: The subject contains Reply or Forward in it

e Similar/Different recipients: Recipient never exist
in real emails or it exists

e Over-thinkers: Participants who argued that spelling
issue and repeated sentence show that the email is real,
since if it was from an attacker it would not have such



Table 10: Average detection rate and WDR of par-
ticipants on each cluster. N is the number of par-

ticipants
Cluster | N | % Avg DR | Avg WDR | ACL
0 12 55.20 0.3385 3.77
1 6 45.83 -0.4270 3.53
2 16 53.90 0.1914 3.52

mistakes

e Spelling Issue: Misspelled words in the Email

e No Info From Sender: Sender starts without giving
any information about the previous discussion

Table 9 shows how many participants used each type of
signal. All participants consider style. Mechanics, grammar,
capitalization, and punctuation issues are next most used
strategies. These strategies along with their importance for
users’ decision-making process can be used to improve effec-
tiveness of the our attack or to train people about phishing
emails.

Studying the effect of strategies that participants used on
their performance is difficult. To achieve this goal we need to
find a way to group participants based on their strategies or
their decision-making process (similarity of strategies that
they used). Once we group them together, we can compare
performance of users in each group.

We use different methods for grouping participants to-
gether. In the first method we used the 14 extracted strate-
gies as boolean features for participants and put participants
into different groups based on their feature vector. Since we
were not sure how many clusters we need, to group the par-
ticipants, hierarchical agglomerative clustering was used to
map each feature vector to a cluster (group). The cosine sim-
ilarity is used as a metric for defining the distance between
the feature vectors. The output of hierarchical clustering is
a tree whose leaves are the individual observations. By cut-
ting the tree at every height we can get different clustering
output, some of them may have an individual observation as
a cluster depending on the cutting height. We try different
cutting points giving different numbers of clusters and keep
only those clusterings that do not have any cluster of size
one for further analysis.

DR Distribution for Each Cluster

[

DR
03 04 05 06 07
1

Cluster Number

Figure 4: Clusterwise participants’ DR distribution
(WDR in the appendix)

We use one of the clustering outputs that has three classes
as an example here. The results for other cutting points are

Table 11: Average performance of participants and
their confidence level on each sophistication level. N
is the number of participants

Sophistication Level | N | Avg DR | Avg WDR | ACL
4 2 46.87 -0.3437 3.46
5 9 55.55 0.3611 3.54
6 8 49.21 -0.1562 3.76
7 8 54.68 0.2734 3.53
8 4 57.81 0.4687 3.56
9 3 47.91 -0.2708 3.81

DR Distribution for Each Sophistication Level

DR
03 04 05 06 07

Sophistication Level

Figure 5: Participants’ DR distribution (WDR in
the appendix) on different sophistication level

similar to this one. Table 10 shows average performance of
participants in each group. In Figure 4, the distribution of
performance for each cluster is depicted. Cluster zero does
perform slightly better than two other clusters. We check
later if the difference is statistically significant or not.

Second method of grouping uses sophistication level to
separate groups from each other. Sophistication level is de-
fined as the total number of strategies that a participant
used (among those 14 groups). Table 11 shows average per-
formance of participants based on their sophistication level.
The difference in the performance of each group is quite
small. In Figure 5, the distribution of performance for each
sophistication level is depicted. Among these levels, sophis-
tication level eight is the best performing category.

The last method for categorizing participants is by con-
sidering our built-in signals and grouping them based on the
number of embedded signals they caught. Six participants
did not catch any of the signals, 11 caught one, 13 caught
two, and four participants caught all of them. The reason
that these numbers are different from what we had in table
5 is that here we consider a signal “has been caught” if the
corresponding email is detected as fake (user may consider
it as fake because of other reasons).

Table 12 shows average performance of participants in
each group. In Figure 6, distribution of performance for
each group is shown. Among these groups, those partici-
pants who caught one of our signals seem to perform as well
as those who caught two or more, and all participants who
caught at least one signal seem to perform better than those
who did not detect any.

We apply ANOVA test on these three aforementioned
grouping methods to see whether or not the performance



Table 12: Average performance and confidence level
of participants on each group (based on our signals
only). N is the number of participants

Caught signals | N | % Avg DR | Avg WDR | ACL
0 6 46.87 -0.364 3.67
1 11 55.11 0.284 3.64
2 13 53.36 0.177 3.63
3 4 54.68 0.328 3.35

DR Distribution for Each group

06 07

DR

03 04

0 1 2 3
Number of Caught Injected Signals

Figure 6: Participants’ DR distribution (WDR in
the appendix)on different groups based on injected
signals

of each group differ significantly. All the p-values are bigger
than 0.05 so we can infer from our results that it does not
seem to matter which strategies were used by the partici-
pants, they could not change their performance significantly
in detecting fake emails. However, we cannot generalize this
conclusion since there are lots of other features that we did
not consider in our study: 1Q, native English speaking, etc.
Detailed tables of ANOVA tests are in the Appendix.

4.4.4 Knowledge and Background

Users’ background knowledge and experience in working
with email and other applications like social networks may
have an effect on their performance. Hence we test the re-
lation between these variables and performance indicators.
Using correlation test between performance indicators and
these variables (email propagation knowledge, email sent
each day, social network usage, education level, and years
using email) does not show any significant correlation be-
tween them. More details of the correlation test are in the
Appendix.

4.5 Summary of Findings

We analyzed the effect of different variables (independent
and unmanipulated) on performance of participants to learn
which variables can improve the effectiveness of the attack.
We also studied different strategies and signals that people
use to detect attack emails. We found that:

e Participants perform close to random in detecting fake
and real emails, 75% in best case and 52% on average.

e Performance in detection of real emails is worse than
fake emails. This could be because participants were
a little bit more willing to choose fake than real.

e Masquerade attack on emails with higher Flesh-Kincaid
level (harder to read) are harder to detect.

e Among the four types of attacks: fake name, incoher-
ent flow, repeated sentence and no error, first three are
at the same level of difficulty, but no error is signifi-
cantly harder than all the others.

e There is significant correlation between conscientious-
ness of participants and their confidence level in an-
swering the questions.

e Strategy analysis showed that there is no difference
between performance of different group of people with
different detection strategies.

e Their knowledge and background on using email did
not have any significant effect on their performance.

We also did more detailed analysis on real /fake and HC/SP
emails. For lack of space, we put the details in the appendix,
but list important results below:

e Participants with lower extraversion than the median
perform better.

e Younger participants perform better in detecting real
emails.

Limitation of the Study. The way that we chose our
participants may cause a concern that the participants are
not extremely familiar with Hillary Clinton and Sarah Palin
writing style, and a trained person might behave differently
than an untrained person. First, it is not easy to find a
person familiar with their writing style (like their secretary).
Second, in our attack model, the goal is to have a mass
phishing/deception attack. In this case, the victims are not
necessarily well trained on the sender’s writing style. They
might have received a few emails from sender (Clinton or
Palin in our case).

5. RELATED WORK

Phishing email detection is one of the areas in computer
security that Natural Language Processing is applicable. Se-
mantic features [43], syntax feature [33], and contextual fea-
tures [44] previously have been used in this area. But, no-
body utilized NLP techniques in the other direction, i.e.,
creating attack.

There are several user studies comparing phishing/spoofed
and genuine websites, e.g., [2, 3, 10, 32, 25, 45], a few works
on comparing phishing and legitimate emails [34, 24] (al-
though there are several studies that examine various as-
pects of interaction with phishing emails alone, e.g., [11,
12], which are well summarized in [25]), and quite a few on
the effectiveness of training programs, e.g., [7, 28, 38]. The
work on training programs is not directly within the scope of
this research. Work is scant on emails containing malware,
but effectiveness of malware warnings was studied in [32].
Most studies have been conducted in laboratory settings,
notable exceptions to this are [7, 25, 23, 46]. Masquerade
attacks on written documents have been studied previously
[1], but in the email context have not been studied previ-
ously to our knowledge. Cues in the context of phishing and
spear-phishing were studied previously in [46, 40]. The au-
thors in [46] also studied cognitive load indirectly through
a survey question. Cognitive load in a lab setting was ex-
amined in [32]. There are quite a few studies on factors
affecting the strength of phishing attacks. Social trust in
the form of friend request was exploited in an actual at-
tack scenario by [4]. A demographic analysis of phishing



susceptibility and effectiveness of interventions was studied
in [37]. Because we focus more on how users identify decep-
tiveness/impersonation and not on characteristics of specific
attacks, our work is more generally applicable to any attack
involving an email, be it an IRS Scam, a company represen-
tation fraud, phishing, malware or spear-phishing.

Phishing versus Legitimate Emails. In [34], 50 actual
emails on a variety of topics, 25 legitimate and 25 phishing,
were analyzed by five “experts” for the presence or absence of
11 types of cues. T-tests were conducted to determine which
cues could distinguish phishing emails from legitimate ones.
Next, data collected in an earlier role-playing laboratory ex-
periment was analyzed to determine which cues were used
by the 59 student participants. Since the emails were actual
examples taken from various sources, researchers could not
control the number of cues in each email and since the objec-
tive of the earlier experiment was not to elicit cues, students
probably indicated a subset of the cues in each email. An-
other group or researchers ran a similar experiment with a
higher number of participants (179) and showed that people
are not good at finding the cues for illegitimate emails [24].

Spear-phishing. In [46], researchers sent out a single
actual spear phishing email containing a mix of “visceral”
cues (e.g. urgency, other emotional appeals) and visual
phishing cues (spelling, grammar, sender address) to busi-
ness/communication majors and then surveyed them. The
survey had a 5-point Likert scale response variable (Not At
All Likely to Respond to Very Likely to Respond), and other
questions to determine attention to indicators and cognitive
load. Analysis of 267 data points, showed that attention to
visceral indicators increased the likelihood of response and
attention to phishing indicators decreased it. Since they
used an actual email, they could not control and vary the
presence of cues and their measurements were all indirect.

Researchers in [40] used user behavioral model for dis-
tinguishing a real email and an email which is written by
someone pretending to be the actual author. This model
includes frequent interactions with certain people, sending
emails at specific hours of the day, and using certain greet-
ings and modal words in their emails. This model is not
effective for our attack model since we consider the attacker
has access to the victims emails and create the masquerade
emails based on the actual emails.

Security researchers have found context-aware phishing
to be more effective at making users fall for phishing at-
tacks [20, 21], however, with some caveats [22]. The new at-
tacks we study in this paper explore previously unexplored
angles in context-aware attacks. Impersonation of a famil-
iar person goes beyond mining social network data for name
linkages or including public activity/social circle to increase
email credibility. Since previous studies indicate that partic-
ipants pay attention to minute details such as spelling and
grammar, impersonating styles of writing is likely to further
increase the authenticity of the phishing emails.

Role of personality in Phishing. This is a recent area
of study. Neuroticism was correlated with response to a
phishing email involving a prize [16]. Generalized commu-
nicative suspicion (a derived metric of personality) was cor-
related with efficacy in phishing email detection [17].

6. CONCLUSIONS

We introduced a scalable masquerade attack using Natu-
ral Language Generation. We studied its effectiveness in

deceiving people using Hillary Clinton and Sarah Palin’s
emails. We also analyzed the participants’ reasoning among
other variables. Our study showed that the attack is suc-
cessful and detection rate is only slightly better than random
guessing. Our attack fooled 74% of participants using a rel-
atively more complex grammar. State-of-the-art author ver-
ification tools can be used to verify the style of the senders.
On our dataset, the best automatic approach was able to
catch 50% of the fake emails suggesting the in-effectiveness
of the approach to the attack we present in this paper.
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APPENDIX

A. BIG FIVE PERSONALITY

We created the personality test using Google Form and
asked the participants to do it before coming to the lab
for the actual experiment. Table 13 presents the range of
possible values and range of the participants’ scores in each
trait. It shows that our participants’ scores approximately
covers from lowest to highest score for all the traits. That
means that our samples from the population are not skewed
in one or more directions from the personality point of view.

Table 13: Range of possible(poss.) scores in each
trait of Big Five Personality test and also for our
participants (partic.)

Traits Minimum Maximum Median
Poss./Partic. | Poss./Partic. | Partic.
Extraversion 8/14 40/39 27.5
Agreeableness 9/14 45/43 33
Conscien. 9/19 45/44 32
Neuroticism 8/11 40/38 23
Openness 10/21 50/46 35

B. MASQUERADE ATTACK: DETAILED
BREAKDOWN

In Section 4 we separately studied the effect of indepen-
dent and unmanipulated variables on the dependent vari-
ables, but we did not combine them together. Do people
with more knowledge about email perform better on detect-
ing fake emails? Do younger people perform worse on de-
tecting emails with higher readability level? These are the
questions that remain unanswered in the previous section.
Here, we study the effect of unmanipulated variables by tak-
ing into account the independent variables.

B.1 Personality Traits

Table 14 provides the p-values of t-test between perfor-
mance of participants on real/fake and HC/SP emails as a
function of the five personality traits. Same as previous sec-
tion for each personality trait, we divide participants into
two groups based on the median of each trait. The only sig-
nificant difference (Benjamini-Hochberg procedure applied)
in this table is for extraversion and detection of fake emails.
Participants with lower extraversion than the median per-
form better in detecting attacks than those with higher ex-
traversion.

B.2 Knowledge and Experience

The next analysis is about the relation between the knowl-
edge and experience of participants and their performance
for real/fake and HC/SP separately.

Table 15 presents the results of applying the correlation
tests. As shown, all the p-values are larger that 0.05, so
there is no significant difference between performance based
on the knowledge and experience of our participants.

B.3 Demography

Table 16 presents p-values of t-test between performance
of participants on real /fake and HC/SP emails as a function
of gender and age. Same as before, for the age, we divide

the participant into two groups: less than 21 years old and
older than 21 years old.

There is a significant difference in performance of young
and old participants (DR) in detecting real emails. Younger
participants have better performance in detecting real emails.
Although the p-value for WDR on real emails is less than
0.05 but it is not found to be significant when we use the
Benjamini-Hochberg procedure.

C. SIGNIFICANCE TESTS
C.1 Demography

Here, we show the result of significance test between age
and gender as unmanipulated variables and dependent vari-
ables in our study. For the age, we divide the participants
into two groups, those who are older than 21 (the median)
and those who are younger than 21. Table 17 shows the re-
sults for significance test of dependent variables for the two
demographic features.

C.2 Reasoning Analysis

In Section 4.4.3 we defined three different ways of grouping
participants together based on their strategies in detecting
fake emails. Figures 7, 8 and 9 show the distribution of
performance for different grouping methods.

WDR Distribution of Clusters

WDR

Cluster Number

Figure 7: Clusterwise participants’ WDR. distribu-
tion

Here we compare the performance of users in each group
to see whether the strategies can affect the performance or
not. Table 18 shows p-value of ANOVA tests on different
grouping method introduced in Section 4.4.3.

All the p-values are bigger than 0.05 so there is no signif-
icant difference between the groups in each grouping meth-
ods. This means using different strategies do not affect de-
tection performance.

C.3 Knowledge and Experience

Table 19 shows the results of correlation test between de-
pendent variables and variables related to knowledge and
background on all 16 questions. We use Pearson correlation
test for all variables except those that are nominal. Spear-
man correlation has been used for nominal variables. Here
we have three p-values less than 0.05 but they are not sig-
nificant after applying Benjamini-Hochberg.



Table 14: T-test for comparing the participant based on each trait on real/fake and HC/SP emails

Trait (median) DR WDR
Real | Fake HC SP Real | Fake HC Sp
Extraversion (27) 0.07 | 0.001 | 0.882 | 0.113 | 0.123 | 0.001 | 0.669 | 0.122
Agreeableness (33) 0.504 | 0.868 | 0.406 | 0.236 | 0.492 | 0.666 | 0.37 | 0.325
Conscientiousness (32) | 0.806 | 0.492 | 0.37 | 0.787 | 0.855 | 0.515 | 0.319 | 0.689
Neuroticism (23) 0.209 | 0.264 | 0.945 | 0.947 | 0.158 | 0.218 | 0.933 | 0.961
Openness (35) 0.391 | 0.641 | 0.358 | 0.272 | 0.338 | 0.475 | 0.469 | 0.456

Table 15: P-value of correlation test between unmanipulated variables and dependent variables for real/fake
and HC/SP separately. *Spearman correlation instead of Pearson

Variable DR WDR
Real | Fake | HC SpP Real | Fake | HC SpP
Email Propagation Knowledge* | 0.533 | 0.771 | 0.579 | 0.828 | 0.557 | 0.533 | 0.882 0.78
Email Sent Each Day 0.659 | 0.841 | 0.273 | 0.379 | 0.65 | 0.829 | 0.235 | 0.373
Social Network Usage 0.209 | 0.16 | 0.402 | 0.058 | 0.175 | 0.158 | 0.195 | 0.143
Education Level * 0.506 | 0.221 | 0.445 | 0.746 | 0.967 | 0.144 | 0.107 | 0.9198
Years Using Email 0.221 | 0.273 | 0.912 | 0.798 | 0.347 | 0.289 | 0.704 | 0.462

Table 16: P-value (t) of significance test between
demographic features and dependent variables sep-

arately on real/fake and HC/

SP

Questions | Gender Age
Real 0.24 | 0.004 (-3.038)
Fake 0.288 0.746
DR HC 0.067 0.11
SP 0.578 0.566
Real 0.154 0.034
Fake 0.412 0.631
WDR HC 0.054 0.137
SP 0.81 0.949

Table 17: P-value of significance test between demo-
graphic features and dependent variables

Demography | DR | WDR | Time Spent | ACL
Gender 0.09 | 0.122 0.685 0.785
Age 0.123 | 0.318 0.166 0.125

Table 18: P (F) value of ANOVA tests on different

grouping methods

Figure 8: Participants’ WDR distribution on differ-

WDR Distribution for Each Sophistication Level
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ent sophistication level

Method DR WDR ACL
Clustering | 0.157 (1.963) | 0.136 (2.129) | 0.337 (1.126)
Sophistication | 0.532 (0.841) | 0.521 (0.859) | 0.858 (0.38)
Our signals | 0.439 (0.929) | 0.387 (1.045) | 0.718 (0.452)

Table 19: P-value of correlation test between un-
manipulated variables and dependent variables for
all 16 questions. *Spearman correlation instead of

Pearson

variable DR | WDR | Time | ACL
Em;";l Propagation | o7 | 806 | 0.344 | 0.334

nowledge
Email Sent Each Day | 0.904 | 0.847 | 0.812 | 0.409
Social Network Usage | 0.045 | 0.04 | 0.874 | 0.741
Education Level* 0.662 | 0.242 | 0.92 | 0.66
Years Using Email 0.912 | 0.788 | 0.32 | 0.037

WDR

Figure 9: Participants’ WDR distribution on differ-
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