SplitPath: High throughput using multipath routing in dual-radio Wireless Sensor Networks

Nildo dos Santos Ribeiro Junior a, Marcos A.M. Vieira b, Luiz F.M. Vieira a, Omprakash Gnawali b

a Department of Computer Science, Universidade Federal de Minas Gerais, 31270-90, Belo Horizonte, Minas Gerais, Brazil
b Department of Computer Science, University of Houston, 77204-3010, Houston, TX, USA

A R T I C L E   I N F O

Keywords:
Multipath routing
Wireless Sensor Networks
Dual-radio

A B S T R A C T

Dual-Radio platforms were proposed to improve the throughput of Wireless Sensor Network applications while conserving energy efficiency. However, current dual-radio protocols do not use all the hardware available. We model this problem as the minimum disjoint parity paths problem. We present the design, implementation and evaluation of SplitPath, a distributed routing protocol that computes two vertex-disjoint paths with the same parity. Unlike previous work on multipath routing, SplitPath is the first protocol to use multiple paths in dual-radio WSNs to achieve maximum throughput. The protocol was evaluated with experiments in the physical world. We compare our proposal with FastForward, the state-of-the-art protocol for dual-radio. Our approach improved the throughput by 60%, and achieved 96% of the maximum theoretical limit.

1. Introduction

Wireless Sensor Networks (WSNs) consist of tiny sensor nodes, which act as both data generators and network relays. Each node has one or more sensors, a microprocessor and radio transceivers [1]. Wireless communication provides ease of deployment, and the distributed sensing capabilities make WSNs an important component of our daily lives [2]. They have many applications, such as environmental monitoring, agriculture, health care, smart buildings [3], and Social IoT [4]. In each scenario, the environment, the application’s design principles, the hardware and the system’s constraints might be very different [5]. For traditional applications, three key issues have been taken into account in their design: cost, memory usage and total power consumption.

Minimizing power consumption at the expense of the network’s performance is a well known tradeoff in the design of WSNs. The design of traditional sensor network platforms has favored low power operation at the cost of communication throughput [6]. This makes sense in a context where most applications collect small pieces of data, such as temperature, humidity or lighting measurements. However, modern applications are now being deployed to gather acoustic and visual data, which have a high demand for communication throughput. Energy consumption remains a key consideration in the design of WSNs, but throughput may be equally important in these new kinds of applications.

This change of paradigm has motivated researchers to develop new platforms for WSNs aimed to deliver higher throughput while still being energy efficient. One technique that allows this goal to be achieved is to provide radio diversity, which means having more than one radio in each WSN mote. If these radios operate in different frequency bands, they will not interfere with each other while communicating, reducing packet loss due to interference and allowing simultaneous transmissions between sensor nodes. Radio diversity can significantly improve end-to-end delivery rates, network stability and transmission costs while incurring a small increase in energy cost over a single radio [7].

Many multi-radio platforms have been proposed in the literature for WSNs [8–11] and for Internet of Things (IoT), including: the IoT DevKit-LoraWAN [12], Multi-Transceiver consisting of LoRa and ESP8266Wifi Communication Module [13], Wi-Fi and LoRa radios [14]; Pycom’s FPy [15], which is a device with multiples radios for LoRa, Sigfox, WiFi, and Bluetooth; Dual-radio motes, such as Wasp mote [16], OpenMote B [17], and Firefly [18], which has 2.4 GHz short-range and 920 MHz long-range radios; Narrowband Internet of Things (NB-IoT) (an emerging cellular technology) and 802.15.4 for sink nodes [19]. For this work, we adopted the Opal mote [6], which includes two radios, one operating in the 900 MHz band and the other in the 2.4 GHz band with the ability to transmit or receive packets through both radios at the same time.

Such capability was exploited in the design of FastForward [20], a high-throughput protocol for dual-radio WSNs where each intermediate
node in the path receives packets through one of the radios and transmits through the other, as it is shown in Fig. 1(a). With this scheme, it is possible to double the maximum throughput one would be able to achieve using single radio platforms. However, notice that although the intermediate nodes use both radios, the source and the destination nodes use only one of them, thus allowing the source or destination to participate in transmission or reception of just one data stream at a time.

The main idea of this work is to fully utilize all the available radios, even those in the source and destination nodes, to achieve the maximum throughput we can using dual-radio platforms. In order to accomplish this goal, we can calculate and use two disjoint paths, where each intermediate node will receive packets through one radio and retransmit them through the other one, just as the previous scheme, but the source node will be using both radios for transmissions and the destination node will be using both for receiving packets, as it is show in Fig. 1(b).

Using two disjoint paths to transmit packets potentially doubles the throughput compared with the single path scheme. However, it adds a new constraint to the routing problem. The two paths must have lengths of the same parity. If this is not the case, there will be a bottleneck in the network, where the destination node would be receiving packets coming from two different paths through the same radio, and the result would be the same as having a single path.

In this paper, we present the design, implementation and evaluation of SplitPath, a distributed routing protocol that computes two paths with the same parity to achieve high end-to-end throughput in a dual-radio wireless sensor network. SplitPath is the first protocol to use multiple paths in dual-radio WSNs to achieve maximum throughput, and the first routing algorithm aiming to find multiple paths with the constraint of having the same parity.

Our main contributions are: (i) the definition of a new relevant problem in digraphs with practical application in routing for wireless sensor networks; (ii) proof that the problem is NP-complete; (iii) a model for an optimal centralized solution using integer linear programming; (iv) a polynomial distributed solution; (v) experiments in the real world, achieving 96% of the theoretical limit, which is twice of the throughput achieved by the state-of-the-art protocols.

The organization of this paper is as follows. In Section 2 we discuss the related work. In Section 3 we formalize the problem and detail the theoretical basis. In Section 4 we present a centralized solution for the problem. In Section 5 we present the SplitPath decentralized algorithm to solve the problem. In Section 6 we describe the implementation of our protocol. In Section 7 we summarize the experiments we did to evaluate the performance of our protocol and compare it with the state-of-the-art protocol. Finally, in Section 8 we present the conclusion of this work.

2. Related work

2.1. High throughput in WSNs

Protocols developed for traditional applications in WSNs do not achieve high throughput. Their design prioritized minimizing the total energy consumption in each node of the network, to guarantee a longer lifetime of these nodes. As WSN applications that required high throughput were proposed, researchers proposed many protocols specific for bulk data transfer, such as Flush [21], FlushMF [22] and PIP [23]. These protocols use a single path route between a source node and a destination, disable duty-cycling and reserve the radio channels until the transfer is complete. They try to achieve high throughput by enforcing an end-to-end schedule of packet transmissions across each hop. These protocols consider the problem of achieving high throughput to be orthogonal to the low-power operation. A technique called Burst Forward [24] allows the intermediate nodes to keep their duty-cycle and achieve the same throughput as the previous protocols. It achieves its goal by using a combination of high-throughput bursts and a store-and-forward method.

However all of these protocols are limited to a maximum theoretical end-to-end throughput of 50% of the channel capacity, which is a fundamental problem of single radio platforms. Furthermore, to eliminate self-interference these protocols use channel hopping, and the overhead of changing channels decreases the throughput such that the best performing protocols only achieve one quarter of the channel capacity [23].

Other works suggested enhancing the network by adopting dual radio platforms. H. Li et al. [19] shows that the performance of 802.15.4-Based WSN can be enhanced with additional emerging cellular Narrowband Internet of Things (NB-IoT) radio at the sink nodes. SEDA-Net [25] proposes to use dual radio platforms, where there is a long-range and a short-range radio. One radio is used as the wake-up radio that acts as a sentinel and the other radio is used for data transmission. The configuration of which long or short-range radio should be used as sentinel is defined dynamically. But, these works do not focus on throughput maximization.

With the development of dual-radio platforms for WSNs, such as Opal [6], the total throughput could be improved and theoretically reach 100% of the channel capacity. FastForward [20] is the main protocol in the literature to explore the advantages of using dual-radio platforms in order to maximize throughput in a WSN. FastForward transmits packets from a source node to a destination through a single path. The radio used to transmit the packets along the path are alternated in each hop. It assumes that one radio does not interfere with the other, which already helps to solve the problem of intra-path interference. Furthermore, it uses multiple fixed channels for each radio in each hop, thereby further reducing the effect of interference and eliminating the overhead of switching channels along the way.

2.2. Multipath routing algorithms

Various multipath routing algorithms for WSNs in the literature aim to solve different problems. Some routing algorithms consider the problem of finding exactly two disjoint paths in a network. The algorithms presented by Ishida et al. [26] and Ogier and Shacham [27] are designed to find a pair of disjoint paths from each node to a single destination. Lee and Reddy [28] present an algorithm to find two paths that are as disjoint as possible and the second path is as short as possible. Griffin and Korkmaz [29] present an algorithm to check if the network contains at least two disjoint paths between all node pairs.

Another problem in many multipath routing algorithms is to find $k$ disjoint paths between a source and a destination node. Beginning with the centralized algorithms to approach this problem, there are
those that will try to find any set of \( k \) disjoint paths and guarantee correctness [30–32][33]. Other centralized algorithms find the \( k \) disjoint paths with minimum total length and guarantee correctness and optimality [34–37][38]. Chuzhoy et al. [39] showed that node disjoint path problem is \( \Theta(DV^{\sqrt{\log n}}) \) hard to approximate. The main problem of using such centralized algorithms in WSNs is the necessity of collecting every node’s neighbor list to be aware of the whole topology, making the communication cost very high for large networks.

Distributed algorithms for a general \( k \) were also proposed in the literature [40–47]. These algorithms are efficient, but do not try to minimize the length of the routing paths. They find the paths one by one, and once a path is found, it is fixed and its internal nodes are removed from the network, so they cannot be selected to form another path. On the other hand, Zhang et al. [48] present a distributed algorithm for finding \( k \) disjoint paths with minimum length in WSNs called OFDP. Unlike the other decentralized algorithms, OFDP does not fix the paths it finds. Instead, it marks the nodes as occupied and considers the edges to be only backwards and with negative weights. Then, in each iteration it searches for augmenting paths in the network. OFDP finds \( k \) disjoint paths between a source and a destination with minimum total length in the 4th round, if they exist.

The multiple path communication has been studied extensively in Wireless Mesh Networks [49–52] but they assume radios are homogeneous and do not require the path parity constraint.

Thus, none of the algorithms cited in this section consider the problem of finding disjoint paths with the same parity.

3. Disjoint parity paths problem

Each node has two distinct radios that can operate simultaneously. Utilizing both radios in each node, it is possible to maximize data transmission from source to destination if two paths are found. Those paths should obey two conditions.

First, they should be disjoint, except the common source and destination nodes. All intermediate nodes should belong to, at most, one path. If a node is chosen for two paths, it will not be able to receive and transmit the packets from the two flows on two paths simultaneously, creating a bottleneck in the network and losing the benefits of using two radios.

The second condition is that both paths should have the same number of hops parity. We need length of both the paths to be either odd or even; mixing paths with odd and even path lengths is not allowed. This is because the source needs to transmit packets by different radios and the destination needs to receive the packets also by different radios, so that both can operate simultaneously. Fig. 2 shows the reasoning for this condition. The figure shows a network with several nodes, and possibly two disjoint paths between the source node \( s \) and the final destination \( t \). The paths chosen in (a) have different parity, one has an odd number of hops and the other has even. Since the source node needs to transmit by different radios and the intermediate nodes need to alternate their radios to send, the destination ends up receiving packets from both packets in the same radio, which is impossible to occur simultaneously. Differently, the path chosen in (b) has the same parity. For this reason, the destination node ends up receiving the packets by two distinct radios, which can happen at the same time.

Given a digraph \( D = (V,A) \), the disjoint parity paths problem is to find two simple paths \( P_1 \) and \( P_2 \), starting at the same source node \( s \) and ending in the same destination node \( t \), with all intermediate nodes disjoint, with both paths having the same number of hops parity, i.e., \( |P_1| \mod 2 = |P_2| \mod 2 \).

We model the problem as a digraph because for generic dual-radio platforms the radios are usually not the same, since the objective is to provide radio diversity. For many different radios, range or channel capacity varies a lot. Some platforms might even use directional antennas. Furthermore, the problem formulation as a digraph also accounts for asymmetric links that happen in the real world and are also observed on testbeds.

To deal with the interference, we allocated a different channel for each link in its interference region. There are 10 available channels at 900 Mhz and 16 more channels at 2.4 GHz. We intend to investigate when the number of channels is insufficient in the near future.

3.1. NP-completeness

The even path in digraphs problems is stated as follows: Given a digraph \( D = (V,A) \) and \( s,t \in V \), is there an even-length simple path from \( s \) to \( t \)? This problem is shown to be NP-complete by LaPaugh and Papadimitriou [53]. Using this result, we can show the following:

**Theorem 1.** Given a digraph \( D = (V,A) \) and \( s,t \in V \), it is NP-complete to decide whether there are two simple paths from \( s \) to \( t \), with all intermediate vertices disjoint, and lengths of the same parity.

**Proof.** First of all, the disjoint parity paths problem is in NP as we can check a solution for the problem by counting the number of arcs in each path, comparing their parity and verifying that each intermediate vertex appears only once, and this can be done in polynomial time.

Next, we will reduce the even path in the digraphs problem to the disjoint parity path problem. Given a digraph \( D = (V,A) \) and \( s,t \in V \), we construct a new digraph \( D' = (V',A') \) as follows:

\[
V' = V \cup \{s',t',n\}
\]

\[
A' = A \cup \{(s',s),(t,t'),(s',n),(n,t')\}
\]

Basically, we add three new vertices and four new arcs, as shown in Fig. 3, and this transformation is \( O(1) \). We can see that \( D' \) is constructed in a way that it already has one simple path of even length from \( s' \) to \( t' \) going through \( n \). The other path must include the arcs \((s',s)\) and \((t,t')\), and it will be of even length if, and only if, there is a path of even length from \( s \) to \( t \). Therefore, \( D' \) will have two disjoint simple paths of the same parity from \( s' \) to \( t' \), if and only if, \( D \) has an even-length simple path from \( s \) to \( t \). □

If the problem of finding two even paths is NP-complete, then the general problem of finding paths with the same parity is already NP-complete, whether finding two paths of odd lengths is polynomial or exponential. However, a similar reduction can be done in the case of two odd paths. We just need to add two new vertices, one in each path and outside the original graph. This way, each path will be of odd length if, and only if, \( D \) has an even-length simple path from \( s \) to \( t \). Then the problem of finding two paths with the same parity in digraphs is NP-complete whether the desired parity is even or odd.

4. Centralized solution

In previous section, we showed that the existence problem is NP-Complete. In this section, we solve a different version of the same problem. We consider the minimization of sum lengths and we model the problem using integer linear programming. The complete model is shown in Equation 1.

We represent the network as a directed graph \( D = (V,A) \). For each arc \((i,j)\) of the graph, we associate two different weights, \( c_{ij}^1 \) and \( c_{ij}^2 \). Each represents the cost to send one message from vertex \( i \) to vertex \( j \). \( c_{ij}^1 \) is the cost to send a message via radio 1 and \( c_{ij}^2 \) is the cost to send via radio 2. For each arc, we also define two binary variables, \( x_{ij}^1 \) and \( x_{ij}^2 \), that have value 0 if the arc \((i,j)\) is not chosen for a path, or value 1, in case that arc is chosen. \( x_{ij}^1 \) represents that radio 1 is chosen and \( x_{ij}^2 \) represents that radio 2 is chosen. The goal is to minimize the total cost, that is mapped by the sum of the cost of each radio multiplied by the correspondent \( x \) variable.
To model the constraints we need to formalize some definitions: we denote $s$ the source node and $t$ the destination node. For each vertex $i \in V$, we define two sets of arcs: $S(i)$ is the set of arcs leaving node $i$, and $E(i)$ is the set of arcs entering node $i$.

The constraints (i) and (ii) guarantee that the radio alternates between the chosen paths. In constraint (i), for each vertex $i$, the sum of the arcs leaving radio 1 minus the sum of the arcs entering radio 2 must be 1 if the node is the source, or 0 for all the other cases. This guarantees that the source node will not receive by radio 2 and for sure will send through radio 1. We also guarantee that the destination node will receive by radio 1 and will not send by radio 2. For all the other nodes, if it receives by radio 1, it will send via radio 2. The destination node will for sure receive by radio 1 and will not send by radio 2. For all the other nodes, if it receives by radio 1, it will send via radio 2.

Constraint (iii) guarantees that no intermediate node will be chosen for two paths, making the sum of arcs entering all node $i$, except the destination node, be less or equal to 1. As the variables are binary, either radio 1 is chosen and radio 2 is not, or radio 2 is chosen and radio 1 is not, or none of them is chosen. For the destination node, two entering arcs are chosen, one for each radio, as guarantee constraints (i) and (ii). Constraints (i) and (ii) also guarantee that we do not need to create a constraint for the number of leaving arcs for each node, as it must be equal to the number of entering arcs in each intermediate node.

Finally, constraint (iv) is the one that guarantees that both paths will have the same parity. It says that the number of arcs where radio 1 is chosen is equal to the number of arcs where radio 2 is chosen. Since the nodes always alternate the radios in the paths, it enforces them to have the same parity. Constraint (v) determines that variables $x_{ij}^1$ and $x_{ij}^2$ are binary.

### 5. Distributed algorithm

SplitPath works by finding a shortest path between $s$ and $t$ of a certain parity, and then trying to find an augmenting path of the same parity of the one that was found before. A pseudo code of the main procedure is shown in 1. It has two main procedures, called FindPath and TracePath and two phases.

In the first phase, the algorithm tries to find a path and an augmented path of even length. It does that by enforcing the source node to transmit its first FIND message through a specific radio, and the destination node to accept paths that result in a FIND message received through the other radio. Intermediate nodes always alternate the radios they receive and send messages. We use the notation $r_i$ to indicate the opposite radio, so, if a node receives through $r_1$, it sends through $r_2$.

Similarly, in the second phase, the algorithm tries to find a path and an augmented path of odd length, enforcing the destination node to only accept FIND messages from the same radio $r$ that the source node used to transmit its first FIND message. Trying to find a path in the network that has a certain parity induce an odd cycle in some path. To avoid cycles, the FIND packets include the path until node $v$, and if $v$ is in the path, it just ignores the message.

A node may be marked as free or occupied. Being marked as a free node means that it is not a part of any current paths. At the beginning, all nodes start marked as free nodes, and becomes occupied if it is chosen to be a part of a path in a TRACE step. If a node is occupied, it knows the nodes that are its predecessor and the successor in the path, in variables we called prev(v) and next(v).

Let $v$ be any node in $D$. We assume that $v$ knows all its neighbors and the weights of the incident arcs. The header of each message contains its sender’s ID, so the receiver is able to know where an incoming message is coming from. In the next subsections we describe the algorithms for each procedure of SplitPath.
Algorithm 1 SplitPath(D, s, t)

Input: direct graph D, source node s, destination node t
Output: two disjoint paths s-t with same parity

1: \[ \triangleright \text{First phase (Even length)} \]
2: \text{FindPath}(s, t, 0) \triangleright \text{Path starting through radio 0}
3: \text{TracePath}(s, t, 1) \triangleright \text{and ending through radio 1}
4: if a path was found then
5: \text{FindPath}(s, t, 1)
6: \text{TracePath}(s, t, 0)
7: if two paths were found then
8: \text{paths0} \leftarrow \text{GetPaths}(D)
9: end if
10: end if
11: \[ \triangleright \text{Second phase (Odd length)} \]
12: \text{FindPath}(s, t, 0) \triangleright \text{Path starting through radio 0}
13: \text{TracePath}(s, t, 0) \triangleright \text{and ending through radio 0}
14: if a path was found then
15: \text{FindPath}(s, t, 1)
16: \text{TracePath}(s, t, 1)
17: if two paths were found then
18: \text{paths1} \leftarrow \text{GetPaths}(D)
19: end if
20: end if
21: 22: return min(paths0, paths1)

5.1. Finding an augmenting path

The pseudo code for the \text{FindPath} procedure is presented in Fig. 4. Each node \( v \) maintains variables \( d_i(u) \) and \( p_i(u) \). \( d_i(u) \) records the length of the shortest path from \( s \) to \( u \) such that the FIND message was received by \( v \) through radio \( r \), and \( p_i(u) \) records the associated path. If it is an occupied node, it also stores variables \( Bd_i(u) \) and \( Bp_i(u) \) that represent the distance and paths coming from back arcs in a selected path.

The nodes try to find an augmenting path by exchanging FIND messages. Each FIND message sent by \( u \) via radio \( r \) has a field \( d(u) \), which is the length of the shortest path from \( s \) to \( u \) that arrived in \( u \) via radio \( r \) found until now. The other field in the FIND message, \( p(u) \), is the node list that represents the shortest path associated with \( d(u) \).

At the beginning of a \text{FindPath} procedure, \( s \) broadcasts a FIND message with \( d(s) = 0 \) and \( p(s) = {} \) via radio \( r \), which is defined in the main procedure of SplitPath, to start the process. When a node \( v \neq s \) receives a FIND message \( d(u), p(u) \) from \( u \) via radio \( r \), there are three possible cases we discuss next:

Case 1: \( v \) is a free node. We use a variable \( dist(v) \) to record the length from \( s \) to \( v \) via radio \( r \). We let \( dist(v) \) be \( d(u) + l_i(u, v) \), where \( l_i(u, v) \) is the cost of sending a message from \( u \) to \( v \) via radio \( r \). If \( dist(v) < d_i(v) \), it means that the path that just arrived via radio \( r \) is shorter than the shortest path found until now, then we let this be the new shortest path from \( s \) to \( u \) via radio \( r \). Also, if the path is updated, \( v \) broadcasts a FIND message \( d_i(u), p_i(u) \) via radio \( r \).

Case 2: \( v \) is an occupied node and \( u \) is not \( prev(v) \) or \( next(v) \). This means \( v \) received a message from a free node, thus the arc \( (u, v) \) is not part of an established path. We let \( dist(u) = d(u) + l_i(u, v) \), and compare with the current shortest path. If the shortest path is updated and \( v \neq s \), \( v \) sends a FIND message \( d_i(v), p_i(v) \) to \( prev(v) \), otherwise it would allow an augmenting path to cross an occupied node.

Case 3: \( v \) is an occupied node and \( u \) is \( next(v) \). The later condition means that the arc \( (v, u) \) is part of a selected path using radio \( r \). Then, we let \( dist(u) = d(u) - l_i(u, v) \), to allow our path to go through this back arc, and eliminate it if this augmenting path is chosen. For this case, we need to store the distance and the path in the variables \( Bd_i(v) \) and \( Bp_i(v) \), respectively. Then, \( v \) broadcasts a FIND message \( d_i(v), p_i(v) \) via radio \( r \).

1: procedure \text{FindPath}(s, t, r)
2: Input: source node \( s \), destination node \( t \), radio \( r \)
3: Compute: disjoint path \( s \rightarrow t \) starting from radio \( r \)
4: \( s \) broadcasts \( \{0, \{} \) via radio \( r \)
5: while \( v \) receives \( \{d(u), p(u)\} \) via \( r \) do
6: case \( v = s \) or \( v \) is in \( p(u) \):
7: Ignore message
8: case \( v \) is a free node:
9: \( \text{dist}(v) \leftarrow d(u) + l_i(u, v) \)
10: if \( \text{dist}(v) < d_i(v) \) then
11: \( d_i(v) \leftarrow \text{dist}(v) \)
12: \( p_i(v) \leftarrow p_i(u) \cup \{u\} \)
13: Broadcast \( \{d_i(v), p_i(v)\} \) via \( r \)
14: end if
15: case \( v \) is an occupied node and \( u \) is not \( prev(v) \) and \( u \) is not \( next(v) \):
16: \( \text{dist}(v) \leftarrow d(u) + l_i(u, v) \)
17: if \( \text{dist}(v) < d_i(v) \) then
18: \( d_i(v) \leftarrow \text{dist}(v) \)
19: \( p_i(v) \leftarrow p_i(u) \cup \{u\} \)
20: if \( v \neq t \) then
21: Send \( \{d_i(v), p_i(v)\} \) to \( prev(v) \) via \( r \)
22: end if
23: end if
24: case \( v \) is an occupied node and \( u \) is \( next(v) \):
25: \( \text{dist}(v) \leftarrow d(u) - l_i(u, v) \)
26: if \( \text{dist}(v) < Bd_i(v) \) then
27: \( Bd_i(v) \leftarrow \text{dist}(v) \)
28: \( Bp_i(v) \leftarrow p_i(u) \cup \{u\} \)
29: Broadcast \( \{Bd_i(v), Bp_i(v)\} \) via \( r \)
30: end if
31: end while
32: end procedure

At each time a node \( v \) broadcasts a message with a path including \( n \) hops, its neighbors will have a path of \( n + 1 \) hops. The maximum number of hops of an augmenting path in the \text{FindPath} procedure will be three times the diameter of the network in number of hops, which would be a case where the path goes back almost all the back arcs. Therefore, the time complexity of this procedure is \( O(diam^2) \), where \( diam \) is the diameter of the network. About the number of messages, each node sends a message when it is updated, and it can be updated if any of its predecessors is updated. Therefore, in the worst case, the communication complexity is in the order of \( O(diam^2) \) messages.

5.2. Tracing an augmenting path

The \text{TracePath} pseudocode is shown in Fig. 5. This procedure is started by \( t \). When \( t \) receives its first FIND message in the previous \text{FindPath} procedure, it waits for a long enough time to start the execution of \text{TracePath}. Each \text{Trace} message has one field \( p_i(t) \), which is the list of nodes in the shortest augmenting path that arrived in \( t \) via radio \( r \). The radio \( r \) is a parameter defined by the main procedure of SplitPath.

Node \( t \) starts by sending a \text{TRACE} message to its predecessor in the chosen path. When a node \( v \) receives a \text{TRACE} message from \( u \), we define two new variables \( \text{succ}(v) \) and \( \text{pred}(v) \), that receives the successor and the predecessor of \( v \) in the received path \( p(t) \).
procedure TracePath(s, t, r)
  Input: source node s, destination node t, radio r
  Compute: Trace disjoint path s − t starting from radio r
  pred(t) ← predecessor of t in p(t)
  5: t sends \{p(t)\} to pred(t) via r
  6: while v ≠ s receives a new \{p(t)\} via r do
  7:   succ(v) ← successor of v in p(t)
  8:   pred(v) ← predecessor of v in p(t)
  9:   case v is a free node:
  10:     Mark itself as an occupied node
  11:     prev(v) ← pred(v)
  12:     next(v) ← succ(v)
  13:   case v is an occupied node
  14:     and succ(v) is not prev(v):
  15:     Still mark itself as an occupied node
  16:     next(v) ← succ(v)
  17:   case v is an occupied node and succ(v) is prev(v)
  18:     and pred(v) is next(v):
  19:     Mark itself as a free node
  20:   case v is an occupied node and succ(v) is prev(v)
  21:     and pred(v) is not next(v):
  22:     Still mark itself as an occupied node
  23:     prev(v) ← pred(v)
  24:     Send \{p(t)\} to pred(v) via r
  end while
end procedure

Fig. 5. TracePath procedure.

Case 1: v is a free node. This is a trivial case. It just marks itself as an occupied node and sets its prev(v) and next(v) to pred(v) and succ(v), respectively.

Case 2: v is an occupied node and succ(v) is not prev(v). This means that node v is the last hop of a backward segment. It is the case of node a in the execution example of Fig. 6(b). In this case, node v changes its next(v) variable to succ(v), and keep its old prev(v).

Case 3: v is an occupied node and succ(v) is prev(v) and pred(v) is next(v). It means that node v is in the middle of a backward segment, illustrated by node b in Fig. 6(b). v marks itself as a free node, since it will not be a part of any path anymore.

Case 4: v is an occupied node and succ(v) is prev(v) and pred(v) is not next(v). In this case, v is the first node of a backward segment, as node c in the example of Fig. 6(b). In this case, node v needs to change its prev(v) variable to pred(v).

After evaluating and executing the proper case, every node in the path that received a TRACE message must retransmit the message to its predecessor. In the standard case, the communication complexity of the TracePath procedure will be O(diam) messages, where diam is the diameter of the network. But the TRACE message has to be delivered to every node in the selected path. In a directed graph, any arc in the selected path might not have a back arc. When an arc in a selected path (u, v) does not have a back arc (c, a), the simplest way to work around it is u starts broadcasting the TRACE message until it gets to s. If this is necessary, the communication complexity of TracePath will be O(V) in number of messages in the worst case. The time complexity will always be O(diam).

5.3. An example of SplitPath’s execution

Fig. 6 shows an example execution of SplitPath. Consider that each arc without a value assigned has weight 1. Also, all the arcs have the same weight in both ways.

Fig. 6(a) shows the result of the first round of FindPath and TracePath procedures. It finds a path starting through radio 0 (continuous arrow) and ending through radio 1 (dashed arrow). Now each of these arcs (u, v) will be removed, and the back arc (v, u) through the opposite radio will be assigned with a negative weight equal of the removed arc.

In Fig. 6(b) is the result of the second round of FindPath procedure. As in the previous round s started sending through radio 0 and t received through radio 1, in this round, s starts sending through radio 1 and t accepts paths received through radio 0. The first path t will receive through radio 0 will be \{s, d, e, f, g, h, t\}, with total weight of 13. But when c receives a FIND message from f, it will follow case 2 and send a message to b. Then b will be in case 3, store the path coming from a back arc and broadcast a path with length 5 – 1 = 4. Node a will receive the message through another back arc, also fall in case 3, and broadcast a path with length 4 – 1 = 3. It will be received by j, and from it will continue until it gets to t through radio 0 with length 8. Then t will update its path to the path \{s, d, e, f, c, b, a, j, k, l, t\}, with contains two back arcs.

Finally, in Fig. 6(c) is the result of the second round of TracePath procedure. The TRACE message will make the free nodes i, k, j, f, e and d fall in case 1, which is straightforward. Node a will execute case 2 and change next(a) to j in the new path. Then node b will execute case 3 and mark itself as a free node and not be part of any path anymore. And node c will be on case 4, and change prev(c) to f in the augmenting path. We will finish the algorithm with two same parity paths with total length of 12.

6. Implementation

SplitPath was implemented using TinyOS 2.1.2 for the Opal platform [6]. This platform has two 802.15.4 radio transceivers that operate in different bands: 900 MHz and 2.4 GHz. The two radios share the same SPI bus, which creates a bottleneck for data transfer between the radios and the micro-controller. However, data transfer on the bus is much faster than data transmission over the radio. On the Opal platform, sending an SPI packet to the transmission buffer takes less than 10% of the time it takes to transmit the packet over the radio [20]. As the protocol seeks to keep the radios always busy, the two radios will be operating at the same time most of the time.

Fig. 7 shows an overview of the architecture implemented for SplitPath. It was implemented over the communication protocol stack for TinyOS: the radio driver, and the implementation of the MAC and link layers. It offers options for configuring the modulation used by radios, transmit power, Clear Channel Assessment (CCA) on/off, and random back-off parameters used. There is still the possibility of enabling or disabling the use of acknowledgment packets provided by the link layer.

7. Evaluation

7.1. Quality of the solution

To the best of our knowledge, there is no other work in the literature solving the minimum parity disjoint paths problem, so there is no proper baseline to compare our heuristic with. We decided to compare our heuristic to another heuristic consisting of using an existing distributed algorithm to solve the minimum k disjoint paths problem, OFDP [48]. To find two paths with the same parity with OFDP, we run it with setting k = 3. The algorithm will find three disjoint paths in the network with the minimum total weight, therefore, it is guaranteed that at least two of them will have the same parity. Then we choose the pair of paths with same parity and smallest total weight. We chose this algorithm to compare our results because it is how we can use an existing distributed algorithm and guarantee that we are going to find paths with the same parity with it. Also, as we have shown, if this algorithm finds an answer, it is guaranteed that ours will also find one.
increasing as the density increases. With OFDP($k$) over 80% of optimal solutions for every tested network density, slightly adjacent. as source and destination, such that source and destination are not optimal, and run both algorithms for every combination of two nodes steps of 20%. In each instance we ran the ILP solution to find the graph from 10% to 90% of the total number of possible edges, at equal one with different densities, increasing the number of edges in the purpose.

We show that our results are much better than using OFDP for this purpose. We generated five random instances of a network topology, each one with different densities, increasing the number of edges in the graph from 10% to 90% of the total number of possible edges, at equal steps of 20%. In each instance we ran the ILP solution to find the optimal, and run both algorithms for every combination of two nodes as source and destination, such that source and destination are not adjacent.

In Fig. 8(a) we can see the comparison of our heuristic with OFDP($k = 3$) in number of optimal solutions found. Our solution found over 80% of optimal solutions for every tested network density, slightly increasing as the density increases. With OFDP($k = 3$), the optimal solutions goes from 32% to 49%. In Fig. 8(b) we show the average additional cost from the non-optimal solutions. Our heuristic’s greatest additional cost was about 7% of the optimal in less dense networks. The smallest average additional cost with OFDP($k = 3$) was 11% in more dense networks, but reaching up to 22% at 10% density.

7.2. Throughput evaluation

We conducted experiments on a large-scale wireless sensor network testbed that contains 100 sensor nodes with two radios from the Opal platform. The experiments evaluated throughput and data yield using SplitPath. Several rounds of experiments were performed, and each round consisted of the following steps: (i) determination of source and destination nodes, (ii) execution of SplitPath routing algorithm to establish the two routes and (iii) transmission of data from the source node to the destination.

We configured the two radios to transmit using the O-QPSK modulation at 250 kbps and with transmission power of 3 dBm. In the first experiments, we left enabled, in the MAC layer, the Clear Channel Assessment (CCA) and the random back-offs. Later, these functions were disabled to compare with FastForward results. We also performed the experiments with and without acknowledgment packets, to analyze the compromise between the throughput and the data yield in both cases.

In each experiment, the source node sends 1000 packets. Each packet has 127 bytes, where the payload has 100 data bytes. We utilized up to 100 sensor nodes in these experiments. We define the throughput as the total number of bytes received by the destination node per second, including those not related to the payload in the packet. We define the data yield as the number of unique packets received by the destination node divided by the total number of packets sent by the source node. The experiments were repeated 10 times for each instance, and the values presented are the mean and standard deviation of the obtained results.

The maximum transmission rate, considering an ideal environment, using only one radio is 250 kbps, or 31.25 kbps. We represent this with a green dashed line. The theoretical limit for two radios is twice or 62.5 kbps. This is represented with a continuous green line.

To deal with problems caused by interference, we assign different channels for each hop in the paths, and in our experiments in the real world we have results that are accounting the interference happening in a realistic scenario.

We present results that compare the performance of the SplitPath protocol against our FastForward implementation. We do not compare to CTP [54], XCTP [55] or RPL because they are for single-radio. For this case, they are worse than FastForward, which is the state-of-the-art for dual-radio. Fig. 9 shows the result with CCA enabled. Top figure shows the throughput and bottom shows the data yield. We can observe that SplitPath achieved higher throughput. On average, SplitPath achieved a 60% throughput improvement in this scenario. The data yield of both protocols were similar, achieving 100% data yield on most cases.

Fig. 10 shows the performance of the protocols when we disable the CCA in the MAC layer of the radios. In practice, it is not recommended to disable this function because the media can be used by several different networks and one can congestion the other. The test was performed to evaluate the maximum transmission potential of the protocols. Acknowledgment packets are also used in this scenario. We can observe that in the first cases, SplitPath achieves 50 kbps throughput, while FastForward reaches a maximum of 25 kbps, an improvement of 100%.

Finally, Fig. 11 represents a scenario where both the CCA and acknowledgment have been disabled. In this scenario, we obtained the maximum throughput of 60 kbps. This value is close to the maximum theoretical throughput limit when using two radios. Therefore, the value obtained is 96% of ideal theoretical maximum flow and it was obtained in a real environment. In addition, this value is twice the value achieved with FastForward, indicating the maximum use of the two radios in intermediate nodes. The data rate did not reach 100% because of interference and packet error since CCA and ACK were disabled. But this scenario is important to show that SplitPath could reach 96% of ideal theoretical maximum flow in practice.

7.3. Path quality evaluation

We also evaluated the path quality of the solutions. The experiments were done in 5700 instances of the testbed. The metric used for the link quality is the Expected Transmission Count (ETX) [56], which indicates the number of expected transmissions of a packet necessary for it to be received without error at its destination. For a one hop link, it can be measured as the ratio of number of packets sent to the number of
Fig. 8. Comparing the results for our heuristic and OFDP(\(k = 3\)) in random network topologies with different densities.

Fig. 9. Performance when CCA is enabled and ACK is required.

We collected the complete topology of the testbed and represented it in a digraph, where \(w(u, v)\) represents the cost of transmitting a packet from \(u\) to \(v\) through radio \(r\). We uploaded a program where each node broadcast a total of 100 packets through each radio, with a random interval between 1 and 2 s to each transmission. When a node \(v\) receives a packet from node \(u\) through radio \(r\), it adds \(u\) to a list of neighbors where each entry has two counters, one for each radio, and increments the counter for radio \(r\). At the end of the experiment, each node \(v\) has a counter \(c(u, v)\), for the number of messages received from each neighbor \(u\) through radio \(r\). The metric we use to assign the weights of each link in the testbed topology is the Packet Error Rate (PER), which is a rate on the number of packets lost in each link. \(u\) will only be in the neighbors’ table of \(v\) if at least one packet is received. If no message was received through a certain link, the digraph model of the network does not contain the related edge.

Now we analyze the symmetry in the testbed digraph model. In Fig. 13 we can see a histogram of the weight differences between each pair of edges \((u, v)\) and \((v, u)\). We also show in a red line the Cumulative Distribution Function. For each of these pairs of edges, we...
calculate the absolute value of $w(u, v) - w(v, u)$, and count the number of edges with weight differences in intervals of 10. We can see that about 60% of the pair of edges have a weight difference smaller than 10. Only 4% of the links are completely symmetric, most of the partially symmetric links have a small weight difference. Furthermore, 7.4% of the edges have a weight difference greater than 30.

Fig. 10. Performance when CCA is disabled and ACK is required.

Fig. 11. Performance when CCA is disabled and ACK is not required.
7.5. Energy consumption

About energy consumption, with a larger throughput, it is expected the total energy expenditure to increase. But the energy consumption per transmitted byte becomes smaller. According to Jurdak [6], the Opal consumes an average of 49 mA of current if both radios are operating simultaneously. As our protocol reached a flow rate of 60 kbps, we have an energy expenditure of 0.82 mA/kB. While with the maximum flow reached by FastForward of 30 kbps, we would have an energy expenditure of 1.64 mA/kB. Thus, our protocol consumes half of the energy per byte transmitted on each node. Because the number of nodes using two paths does not double, since the source and destination nodes are always the same, our protocol will have a greater overall energy efficiency than FastForward.

8. Conclusion

In this work, we presented SplitPath, a new protocol for bulk-data transfer optimized for dual-radio platforms. The main advantage of this new approach is to utilize the two transceivers available on each node in parallel on the source, intermediate, and destination nodes. The protocol aims to meet the demand for high throughput in new applications of wireless sensor networks that need to transmit multimedia data in real time.

Experiments carried out in the physical world show that the proposed approach achieves throughput of up to 60 kbps, which represents 96% of the theoretical maximum limit of 62.5 kbps when using two 802.15.4 radios with O-QPSK modulation at 250 kbps, without checking channel occupancy. For an application that needs to share the communication medium and checks if the channel is busy, our protocol achieves throughput of up to 26 kbps vs. 16 kbps of the current state-of-the-art FastForward protocol, a 60% performance improvement.

For future work, we consider finding an approximation algorithm for the disjoint parity paths problem. Our current approach gives excellent practical results, but it would be good to know provable bounds. We also want to study the problem of extending the protocol for multiple radios and simultaneous multiple sources and destinations.

Finally, we would like to combine SplitPath with a routing protocol, such as CGR [57], that considers the energy consumption of the sensor node to reroute some paths and also maximize the lifetime of the network.
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