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1. General Objectives

Mach's virtual memory system has two primary ohjedives:
(a) to be as portable as the UNIX virtual memory system
while supporting more functionality (see below), and (b)
to support multi processng, distributed systems and large
address paces.

2. The Virtual Memory User Interface
Its main features are;

1. A consgent virtua memory interface on dl
machines suppating Mach: some features, such as
shared pages, can be more or less efficiently imple-
mented depending on the underlying hardware;

2. Full suppat for multiprocessng:  this includes
thread support, efficient data sharing medanisms
and a fully paralle implementation of the virtual
memory;

3. Moduar pagng: there is no dedicated swap area and
external pagers are alowed to implement file
mapping or any application-spedfic paging policy
(such as remverable virtual memory for transaction
management).

3. Data Structures and Algorithms
There are four basic data structures:

1. The resident page table: keeps track of Mach pages
residing in main memory (a Mach page may contain
several physical pages but their number must be a
power of 2);

2. The memory objed: a unit of backing storage man-
aged by the kernel or a user task’;

3. The addessmap: a doubly linked list of map entries
each which describes a mapping from a range of
virtual addresses to a region of a memory objed; all
pages mapped by the same map entry have the same
protedion and inheritance attributes (page is to be
copied, shared or ignored at f or k() time) .

4. The p-map: the memory-mapping data structure used
by the spedfic hardware (page tables for a VAX,
inverted page table for the IBM RT, more complex
structures on other machines); it does not have to be
kept fully up-to-date except for the pages in the
resident part of the kernel.

! In practice this means either afile or a swap area.

The addressmap is alist of chunks of page tables. “Hint
pointers’ are kept to shorten searches besides most
addressmaps are expeded to contain few entries.

Mach systematically uses lazy evaluation: invalid page
faults are used to postpone the aeation of page tables and
lookup of disk addresses until needed. For instance Mach
implements dacks for UNIX proceses by allocating
enough virtual memory to hold the maximum size all owed
for each process but delays the actual mapping wuntil the
page is referenced. Hardware-deteded protedion
violations are aso used to implement copy-on-write.

Mach uses a globd FIFO memory policy but places
expelled pages on an inactive list from which they can be
redaimed. This the same policy as VMS but for the fact
that VMS allocated a separate resident set of frames to
each process

All virtual memory algorithms rely on locks whenever
exclusive accessto a data structure has to be guaranteed.
To prevent deadocks, all algorithms gain locks using the
same ordering.

The total size of the machine-dependent part of Mach's
virtual memory implementation is about 16 kil obytes.

4. Applications

Mach uses its memory objed mapping mechanism to
implement standard UNIX /O semanticswhile allowing
user programs to accessdiredly the mapped fil e data.

As in Accent [1], copy-onwrite is used to implement
efficient message passng: messages can be sent and
receved without having any data copied until either the
sender or the recever tries to modify the data. It also
provides a much faster implementation of the UNIX
fork() anddiminatesthe vfor k() kludge.

Shaed libraries’ are supported through the mapped file
interface
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2 A shared library isa system library that is dynamically
shared among all processes currently in main memory.



