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Abstract

In this paper we present a new cache maintenance scheme,
called AS suitable for wireless mobile environment. Our scheme
integrates mobility management scheme of Mobile IP with cache
maintenance scheme used in Coda file system. As opposed to
broadcasting invalidation report schemes [1], AS supports arbi-
trary disconnection patterns and uses less wirel ess bandwidth. \We
present analytical and simulation resultsto show the superiority of
our caching scheme.

1 Introduction

Data caching is an important technique for improving data
availahility and access latencies. It isespecially important for mo-
bile computing environments which are characterized by narrow
bandwidth wireless links and frequent voluntary/involuntary dis-
connections from the server. These features of a mobile environ-
ment coupled with the need to support seamless mohility of the
clients distinguish its cache maintenance algorithms unique and
different from those used for wired networks since the protocols
must try to optimize conflicting requirements under the constraints
of limited bandwidth and frequent disconnection from the server.
Further, these protocols should be energy-efficient, and adaptable
to the varying QoS provided by the physical layer of the wireless
network.

Existing cache coherency protocols proposed for mobile en-
vironment are all based on call-back mechanism; since the mo-
bile clients get disconnected voluntarily or involuntarily, theinval-
idation messages (call-back break) used in this scheme often gets
lost. To address this problem, Barbara and Imilienski [1] have de-
veloped ainvalidation report broadcasting scheme. Several other
schemes have al so been proposed to extend this basic scheme with
respect to optimizing the size of invalidation report [2], adjusting
the periodicity of invalidation reports in accordance to the query
rate and client disconnection time [3] and restricting broadcast to
vicinity of themobile client [4]. These schemesbased on invalida
tion report broadcasting have the following common characteris-
tics: (1) they assume a statel ess server and do not address theissue
of host mobility (except thework by Liu and Maguire[4]); and (2)
the entire cache has to be discarded if the client is disconnected for
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aperiod larger than the periodicity of the broadcast (or some mul-
tiple of it), even when many of the data items stored in the local
cache are gtill consistent or valid.

Codafile system [5, 6] provides support for disconnected oper-
ations on shared files in UNIX-like environment. Coda uses two
mechanisms for cache coherency. As long as the client is reach-
able from at least one server, call-back mechanism isused. When
disconnection occurs, access to possibly stale data is permitted at
aclient to improve availability; these data updates are checked for
consistency upon reconnection and only those modifications that
do not have any conflict are committed. Balance between speed of
validating a cache (after adisconnection) and accuracy of invaida
tionsis achieved by maintaining version time-stamps on volumes
(a subtree in the file system hierarchy). However, validating the
entire cache upon each reconnection puts an unnecessary burden
on the client. Further, since Codais a distributed file system it as-
sumes a state-full server which may not be appropriate for other
applications such as web caching.

In this paper we present a new cache maintenance scheme,
caled AS (Asynchronous Stateful) scheme, suitable for wireless
mobile environment. Our scheme integrates mobility management
scheme of Mobile IPwith cache maintenance scheme used in Coda
file system. In our proposed scheme each mobile host or client
(MH) has one designated home Mobile Support Station (MSS)
which maintains certain specific information about the client even
when the client moves out of its immediate area of supervision.
The home MSS maintains for each MH a data structure called
Home Location Cache (HLC) which stores the latest time-stamp
for each data item cached by the MH (i.e., when last time the data
item was invaidated). This concept of HLC fits perfectly into ex-
isting architectures to support mobility in wireless networks (e.g.
mobile IP[7]) which also uses the concept of a home location for
each MH. In implementing our scheme, the same home location
could be used to maintain the HLC. The proposed AS scheme uses
asynchronous invalidation reports (call-backs) to maintain cache
consistency i.e. reportsare broadcast by the server only when some
data changes, and not periodically; an MH can continue to use its
cache even after prolonged periods of disconnection from the net-
work, without the need of discarding the entire cache. AS supports
arbitrary disconnection patterns and uses less wirel ess bandwidth.
We present analytical and simulation results to show the improve-
ments in bandwidth usage of our caching scheme.
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Figure 1. Mobile Computing Environment.

2 System Mode

The mobile computing environment considered in this paper is
shown in Figure 1. In this environment, the mobile hosts (MHSs)
query the database servers that are connected to a static network.
The mobile hosts communicate with the serversviawireless cellu-
lar network consisting of mobile switching stations(M SS) and base
stations (BS). In accordance with mobility management scheme
used in Mobile P, each mobile host has a home address and acare-
of-address. The home address is the |P address on the home net-
work of the mobile host. The care-of-address is the address indi-
cating the current location of the mobile host. Two architectural
entities: home agent and foreign agent are used in Mobile IPto de-
liver datagrams to mobile clients. A home agent tunnels any data-
grams sent to the mobile client at its home address to its current
care-of-address(es). A foreign agent (in case mobile uses foreign
care-of-address) on the current network of the mobile client decap-
sulates the packet and deliversit to the mobile client to which the
datagram is addressed. We assume that the mobility agents (home
or foreign agent) (MAS) are located at the MSSs. In this paper we
design our caching architecture based on Mohile IP.

A mobile host can be in two modes. awake or sleep. When
a mobile host is awake (connected to the server) it can receive
messages. Hence this state includes both active and dozing CPU
modes. A MH can be disconnected from the network either vol-
untarily or involuntarily. For our purpose, adisconnected client is
in sleep mode; we use the term wakeup to indicate reconnection.
The objective of the proposed scheme is to minimize the overhead
for the MHs to validate their cache upon reconnection, to allow
statel ess servers, and to minimize the bandwidth requirement; the
general approach isto buffer the invalidation messages at mobility
agents of amobile host.

3 Overview of Proposed Scheme

The caching architectureis shown in Figure 2. The home agent
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Figure 2. System Architecture

of the mobile host maintains its home location cache (HLC). If a
mobile host (MH) isroaming, its HLC is duplicated at the MSS of
its foreign agent. Thus, a MSS aways maintains a HLC for each
MH in its coverage area. HLC; for M H;, as maintained in the
MSS, keeps track of what data has been cached at M H;. In gen-
eral, HLC; isalist (z, T'S, invalid-flag) of each dataitem z be-
ing cached by M H;, wherex istheidentifier of adataitemand T'S
isthetime-stamp of thelast invalidation of . Theinvalid_flagis
set to TRUE for dataitems for which an invalidation has been sent
to the MH but no (implicit) acknowledgment has been received.
Notethat thistime-stamp isthe same asthat provided by the server
in its invalidation message. Our scheme makes the following as-
sumptions:

e Whenever adataitem is updated at the server, it sends out
invalidation messagesto al the M SS over the wired network.

e An MH informs its mobility agent before caching any data
iteminitslocal cache.

e Themobility agent, whichisnearest to the MH and maintains
the HLC of the MH, forwards the MH any invalidation it re-
ceives from the server.

Each MH maintains a local cache of data items which it fre-
quently accesses. Before answering any queries from the applica
tion, it checksif the requested dataisin a consistent state. We use
call-backs from aM SSto achieve thisgoal. When aMSSreceives
an invalidation from a server, the MSS determines the set of MHs
that are using the data by consulting the HLCs and sends an inval-
idation report to each of them. When a MH receives that invali-
dation message, it marks the particular dataitem initsloca cache
to beinvaid. When an MH receives (from the application layer) a
query for adataitem, it checks the validity of theiteminitslocal
cache; if theitemisvalid, it satisfiesthe query fromitslocal cache
and saves on latency, bandwidth and battery power; otherwise, an
up-link request to the MSSfor the dataitem isrequired. The MSS
make arequest to the server for the dataitem on behalf of the MH.
When the data item is received the MSS adds an entry to the HLC
for the requested data item and forwards the data item to the MH.
Note that the dataitem may or may not be cached at the MSS.

A mobile host aternates between active mode and sleep mode.
In sleep mode a mobile client is unable to receive any invalidation
messages sent to it by its HLC. We use the following time-stamp
based scheme by which the MA can decide which invalidations
it needs to retransmit to the mobile host. Each client maintains a
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Figure 3. An Example Scenario

time-stamp for its cache called the cache time-stamp. Cache time-
stamp of acache isthetime-stamp of the last message received by
the MH from its MA. The client includes the cache time-stamp in
all itscommunications with the MA. The MA usesthe cachetime-
stamp for two purposes:

1. Todiscard invalidationsit no longer needs to keep, and
2. Todecide theinvalidations it needs to re-send to the client.

Upon receiving a message with time-stamp ¢, the MA discards any
invalidation messages with time-stamp less than equal to ¢ from
the MH’s HLC. Further, it sends an invalidation report consisting
of all the invalidation messages with time-stamp greater than ¢ in
the MH’s HLC to the MH. When a MH wake-ups after a sleep, it
sends a probe message to itshome agent with its cache time-stamp.
In response to this probe message the home agent sends it ainval-
idation report. This way an MH can determine which data items
changed whileit was disconnected. A MH defersall querieswhich
it receives after waking up until it has received theinvalidation re-
port from its home agent. In this scheme we do not need to know
thetime at which the MH got disconnected and just by using cache
time-stamp we can handle both failures and voluntary disconnec-
tions. Evenif the MH wakes up and thenimmediately goesto sleep
before receiving the invalidation report, consistency of the cache
isnot compromised as it would use the same value of cache time-
stamp in its wakeup call again and get the correct information in
the invalidation report. Thus, arbitrary seep patterns of the MH
can be easily handled.

An Example: Consider the example scenario shown in Fig-
ure 3. Initialy, the cache time-stamp of the MH is t0 and MH’s
cache has two dataitems with ids x and z. When M SS receives an
invalidation message notifying it that x has changed at the server at
timetl, it addstheinvalidation messageto MH'sHLC and alsofor-
wardstheinvalidation message to the MH with (data-item id, time-
stamp), i.e. (x,t1). On receiving the invalidation message from the
MSS, the MH updates its cache time-stamp to t1 and deletes data
item x from its cache. Later when MH wants to access y it sends
a data request with (y, t1) to the MSS. In response to the data re-
quest, the M SS fetches and forwards dataitem associated with y to
the MH and adds (y, t2) to the MH’s HLC, where t2 isthe last up-
dates time-stamp provided by the data server. The MH updates it
time-stamp tot2 and addsy toitscache. Now suppose MH getsdis-
connected from the network and the invalidation message for y is
lost due to this disconnection. When MH wakes up it ignores any

invalidation messages since later upon first query after wakeup it
sends ainvalidation check message to the MSS. The MSS uses the
time-stamp in the cache check message to determine send ainval-
idation report with all the missed invalidations by the MH. In this
case, the M SS determines from MH'’ cache time-stamp t2 that MH
has missed invalidation for y and z and so it resends them to the
MH.

4 Formal Description
4.1 Data Structures

Every data object has an unique identifier. Theletters«, y, and
z will be used to denote data identifiers. We will use the notation
Data todenotethe dataassociated with adataitem withidentifier
x. Thefollowing data structures are maintained at each MH:

e t,: Timestamp of thelastinvalidation report or datareceived
by the MH from its home M SS.

e cache: Datacache. Anitem inthedata cacheis of the form
(z, Datay,Valid-flag). The data Data, can be consid-
ered valid only when the Valid_flag is TRUE.

e First_Request : A flagset to TRUE when an MH wakes up
and is yet to make itsfirst query after awakening. The flag
is set to FAL SE once the the first request after waking up is
made.

o First_Waiting : A flag set to TRUE when an MH has made
itsfirst query after getting reconnected to the network but the
datafor it has not been received.

The following data structure is maintained at each MSS:

e HLCI1..N]: an array of lists; HLC[s] is alist of records
of the type (z, 7, invalid_flag) one for each data item x
cached by M H;; N isthe tota number of MHs that are in
the cell of the MSS. T is the time-stamp of the last invalida-
tion of z. The invalid_flag is set to TRUE for data items
for which an invalidation report has been sent but no implicit
acknowledgment has been received.

4.2 Messages

o INVALIDATION_REPORT ((itemist, T, first_flag):
Sent to an MH by its home MSS to report invalidation of
dataitemsinitem_list. T isthe time-stamp associated with
thisreport. first_flag isset if thisinvalidation report isin
response to the first query of the MH on waking up.

e DATA_REQUEST (i, z,t, first-request) Sent by M H; to
itsMSSto request dataitem x when z isnot found initslocal
cache. ¢ is set to the time-stamp ¢, maintained by the MH.
Theflag first-request is set if thisis the first data request
after the MH regains connectivity to the network.

e DATA (z, Data,,T): Broadcast by an M SS to send datato
all MHs caching z. T isatime-stamp set to the current time
at the MSS.
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Figure 4. The Query Update Model

4.3 Protocol

An MSS continuously executes the procedure MSS_Main,
whose response to various eventsis as follows:

1. MSS receives a request for data from an MH
(DATA_REQUEST): With each request, an MH sends
the time-stamp of the last message it had received from the
MSS. The MSSdeletes all the entriesin the HLC for the MH
which had been invalidated before the time-stamp carried in
the message. Since the messages are assumed to be received
in order this ensures that the MH was awake at the time each
of the invaidations was received and the MSS no longer
needs to buffer the invalidation.

If the datarequest isthefirst after adeep, all theitems cached
by the MH, marked invalid since the last message received
by the MH are repeated through an invalidation report. The
invalidation report carries a time-stamp with it.

Finally the requested data item is sent to the MH and added
toitsHLC.

2. Dataitem(s) updated at M SS: The MSS sends an invaida
tion report to al the MHs that are caching the changed data
item and to whom a previous invalidation has not been sent
for the same data. It also updates the data time-stamp in the
HLC for these MHs and marks those items as invalid.

Each MH continuously executes the procedure MH_Main,
which responds to the various events in the following manner:

1. MH generatesarequest for adataitem: If the MH haswo-

ken up after asleep and thisisthefirst request, it sends adata
request for the item and sets a flag (Flag-W aiting) to in-
dicate that the buffered invalidations during the sleep period
have not yet been received. On receiving those invalidations
it answers successive queries from the cache.
If the query is not the first after a wake up, the cache is
checked for that dataitem. If theitemisnot inthe cache adata
reguest is sent to the MSS and the query isanswered once the
data arrives from the MSS.

2. MH recelves an INVALIDATION_REPORT from the
MSS: The MH sets its cache time-stamp to the to the time-
stamp in the current message and invalidates in its cache all
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Figure 5. The Sleep Model

the data items mentioned in the report. All invalidations re-
ceived between thetimean MH awakens and receivesthefirst
query are ignored.

3. MH receives DATA from the MSS: It updates its cache
with the current information and al so updates its cache time-
stamp.

4. MH wakes up after a disconnection: It sets the

Flirst_Request flag to TRUE.

5 Performance Analysis

We provide a ssimple theoretical analysis to estimate the miss
probability and mean query delay for the proposed scheme. For the
purpose of analysis, we consider the performance in asingle cell,
(asmohility isassumed to be transparently handled) with one MSS
and N mobile hosts.

5.1 Modeling Query-Update Pattern

The query-update model is shown in Figure 4. We assume that
there are M dataitemsin the entire database. Each dataitem is of
size b, bits. The time between updates to a data item is assumed
to follow an exponential distribution with mean 1/p. Each MH
queries data items according to a Poisson distribution with mean
rate of A\. These queries are uniformly distributed over all data
itemsin the database.

5.2 Modeling Sleep Pattern

An MH can get connected and disconnected while it isin the
cell. The deep/wakeup pattern of an MH is modeled by using two
parameters (see Figure 5). One is the fraction s of the total time
spent by an MH in the sleep mode and the other isthe frequency at
which it changesiit’s state (sleeping or awake). To model these we
consider an exponentialy distributed interval of time ¢ with mean
1/w. The MH isin the sleep mode for time st, and in the awake
mode for time (1 — s)¢. By varying the value of w different fre-
quencies of change of state can be obtained.

5.3 Estimation of Miss Ratio
Weassumethat all queries generated by an MH whenitisseep-

ing, i.e, disconnected from the server, are lost. Thus the effec-
tive rate of query generation by an MH can be approximated as
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Ae = (1 — s)A. Since queries are uniformally distributed, the
rate at which queriesare generated for agiven dataitemisgiven by
Az = Ae/M. A query made for a specific dataitem = by an MH
would beamissin thelocal cache (and would require an uplink re-
quest) in case of either of the following two events. (Consider the
timeinterval ¢ between the current query for « and theimmediately
preceding query for z by the MH)

1. Duringthisinterval ¢, the dataitem x has been invalidated at
least once (see Figure 6(a)).

2. Dataitem z hasnot beeninvaidated during theinterval ¢; the
MH has gone to sleep at least once during the interval ¢, it
woke up last time at time ¢ — ¢; and the current query isthe
very first one after waking up from last sleep (Figure 6(b)).

We compute the probabilities of Event 1 and Event 2 asfollows.

e Probability of missdueto absence of valid dataitemin cache:
P[Event 1] =/ Aee™ N (1 — e "dt
0
Iz Mp

T htp 1—s)A+Mp’

e Probability of miss due to disconnection:

P[Event 2] = / (P[no invalidation and query for x during t]
0

x P[the query (for x) is 1st after wakeup)dt

w + Ae w

oo t
/ )\gpe_/\mte_‘“t(/ e Mete @i (1—e™ =Ygt )dt
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Theprobability, P,,iss, of aquery requiring aup-link request isthe
sum of the probabilities for Event 1 and Event 2 and is given by

Priss = P[EVent l] + P[Eth 2]
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5.4 Estimation of Mean Query Delay

We now estimate the mean query delay Tyeiqy. A single wire-
less channel of bandwidth C' is assumed for all transmissions tak-
ing place in the cell. All messages are queued to access the wire-
lesschannel and serviced according to the FCFS scheduling policy.
Further, we assume that queries are of sizeb, bitsand invalidations
are of sizeb; hits.

In order to determine Tseiq,, We do the following:

e Model the servicing of up-link queries asaM/D/1 queue un-
der the assumption that there is a dedicated up-link channel
of bandwidth C. The query arrival rate A, is estimated to be
NP,,iss e Sincethereare N many MHsinacell and for each
MH inthe cell, the up-link query generation rateis Ppiss Ae-

The query servicerate y, isthen estimated to be (bqi—ba)

e Model the servicing of invalidation on down-link channel as
aM/D/1 queue under the assumption that thereis adedicated
down-link channel of bandwidth C'. Theaverageinvalidation
arrival rate \; isestimated to be My and theinvalidation ser-
vicerate u; isthen estimated to be C'/b;.

e Inorder to model asingle wireless channel of bandwidth C
for both up-link and down-link traffic and estimate the mean
query servicerate T, on thisshared channel we combine both
up-link and down-link M/D/1 model. Since weareinterested
in only the query service rate, the invalidations on the chan-
nel merely add to the delay in servicing the queries. Thuswe
assume that the service rate of the channel for both types of
traffic to be pg4, the service rate for queries, and adjust the
arrival rate of invalidations in proportion to the service rate
of queries. Thus the effective arrival rate of invalidationsis
takenas \; = ‘:f‘:)‘z The combined M/D/1 queue is shown
in Figure 7. Using the standard queuing theory result for an
M/D/1 queue, the average delay experienced by a query go-
ing up-link isgiven by

T — 2ug — (A + 5‘1)
= .
24 (g — (Ag + X))
e All queries that are cache hits do not experience any delay.

temisgiven by Tyeray = PrissTy-

) Thus the average delay experienced by any query in the sys-

5,5 A Simple Comparison

Various strategies have been suggested in literature which use
synchronous invalidation reports. They build on the basic ideasin



I TSAT [1]

AS (proposed) |

Server is stateless (no information about
client cache is maintai ned)

Server is stateful (HLC maintained)

Invalidation reports sent regardless of
whether clients have any datain cache.

Invalidation report broadcast only if any
client hasvalid datain cache.

Invalidation reports sent periodically at

Invalidation reports sent as and when data

rate L (synchronous) changes (asynchronous)
Average cache access latency is L /2 Latency is governed only by the queuing
plus network queuing delay delay on the network.

Traffic on the network is bursty as queries
are aggregated for aperiod of time L.

Queries are answered as they are generated

Cache restored for deep limited to a
maximum duration of w(TS) or L(AT)

Arbitrary sleep patterns can be supported

Mobility is supported by assuming a
replication of dataacrossall stationary
nodes (not scalable)

Mobility can be transparently supported by
using a mobility aware network layer
e.g. mobileIP

Table 1. Comparison of Salient Features of TS/AT and AS Schemes

| queuing delay for answering a query.

Unlike these strategies, al of which use synchronous invalida-

tion reports and are based on the basic scheme of [8], our strategy

is (A)synchronous and (S)tateful; we use the name AS. In order to
compare our scheme with the sleepers and workaholics scheme of

[ Parameter | TS[1] [ Ideal | AS
Max sleep time supported w (o%) (o%)
Up-link overhead on wakeup 0 0 Oorl
Cache access Latency OtoL 0 0
Buffer spacerequired at MSS | O(N) - O(MN)

Table 2. Comparison of cache invalidation
strategies

[8]. Wuin [9] has proposed an enhancement in which the mobile
host sends back to the server theids of all cached dataitems, along
with their time-stamps after along disconnection. Theserver iden-
tifies the changed data items and returns avalidity report. Thisre-
sultsin wastage of bandwidth and unnecessary up-link requestsand
still does not solvethe problem for arbitrarily long sleeps, asthelo-
cal cache hasto be discarded after a disconnection of time greater
than W. Jing in [10] has proposed a Bit-Sequence scheme where
each dataitem in the database isrepresented by binary bit. The bit-
sequence structure contains more update history information than
thewindow w, but resultsin larger invalidation reports when only
a few things have changed. The cache till has to be discarded if
more than half of the itemsin the database have changed. Authors
in [3] have suggested an adaptive a gorithm which predominantly
uses the TS and Bit-Sequence approaches but provides better tun-
ing of the system according to the current invalidation and query
rates. The basic drawbacks of a stateless scheme still hold.

None of these works investigates the effect of using these
schemes on an actual wireless network. All of the schemes are
based on aggregating queriesfor afixed period of timeand then an-
swering them after receiving an invalidation report. This provides
very poor network utilization as there is no traffic for long periods
of time followed by avery heavy burst. Thisalso resultsin higher

[8], we note the salient features of that scheme as follows:

e A server broadcasts invalidation reports every L time units
which carry information about all data items that changed
during the past w = kL timeunits. Two variations of thisba-
sic scheme are suggested: (1) TS, whereinvalidation reports
carry information about changes in data items over a larger
window (k > 1), and (2) AT for whichk = 1.

e Clients maintain local caches and use the information in in-
validation reports to update their caches.

e |f aclientisdisconnected from the network and missesk con-
secutive reports, it discardsitslocal cache.

e Queries generated during the past L time units are answered
only after receiving an invalidation report.

We aso consider an Ideal Scheme to compare our scheme
to with the following characteristics: (1) whenever any data is
changed at the MSS, the invalidation information is available to
the clients instantaneously at no cost; (2) the above holds even
when the MH is disconnected from the MSS, i.e., thereisno over-
head due to disconnections. Clearly, theidea strategy isinfeasible
for any practical system; nevertheless, it provides useful reference
points on the achievable hit-rate and delay. Table 1 gives a com-
parison of the salient features of the proposed scheme with those
of the TS and AT schemes; quantitative bounds are shown in Ta-
ble 2 for a system with NV mobile hosts each of which are caching
M dataitems. Theimprovement in performance is achieved at the
cost of maintaining additional buffer space at the M SS; since mem-
ory ischeap especially at the stationary MSS, performance benefits
outweigh this relatively minor cost.
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Figure 8. Delay: Simulation and Mathematical Model

6 Simulation Results & Comparison with
Analysis

We simulated our proposed scheme of cache invalidation in a
single cell with abase station and varying number of mobile hosts;
we experimented for different rates of invalidation of data items.
The purpose of the experiments were twofold: (1) to investigate
how closely the experimental results coincide with the values for
performance metrics (delay, uplink requests) predicted by our sim-
ple model; (2) to investigate how efficiently our proposed scheme
AS manages disconnection in a mobile environment; for this pur-
pose we experimentally compared our scheme AS with an ideal-
ized scheme where it is assumed that the invalidation information
is available to the clients instantaneously at no cost. The default
parameters used for each scenario are as shown in Table 3. Delay
is defined to be the time it takes to answer a query. The delay is
assumed to be zero when thereisaloca cache hit. We summarize
our observations as follows:

e Comparison with Analytical Results. Figure 8 shows the
comparison between the delay obtained through simulation
and that predicted by the mathematical model. The model
captures the behavior very well and the results are closer at
low invalidation rates. Thisis because of the heuristic used
in the modeling for estimating the equivalent arrival rate of
invalidation messages.

e Comparison with Ideal Scheme: Figure 9 compares AS
scheme with the ideal scheme in which invalidation infor-
mation is instantly available to the clients at no cost. Fig-
ures 9(a) and (b) show theresultsfor query delay and up-link
messages (in case of acache miss), respectively. Asthenum-
ber of queries per second decreases, both the number of up-
links per query and the average delay to answer a query in-
crease. Thisis adirect consequence of decrease in hit rate.
Asdelay between queries increases, the probability of anin-
validation occurring between queriesincreases; thisresultsin
more up-links and higher delay. As the dleep rate increases,
the probability of an invalidation between successive queries

increases even further. In all cases the plots for AS closely
follow that of the ideal scheme, with the difference increas-
ing as the deep rate increases.

7 Conclusions

We have proposed a new cache maintenance scheme for wire-
less mobile environment that integrates mobility management
scheme of Mobile | Pwith cache mai ntenance scheme used in Coda
file system. Our initia theoretical and experimental studies sug-
gest the following advantages. i) the server can be stateless and
the overhead of maintaining state of the cache at the server is of-
floaded to the home agent, ii) upon reconnection the client has to
send only a single message to the home agent to get any invalida-
tionsthat occurred whilethe client was disconnected, andiii) being
asynchronous and state-full it avoids repeated broadcast of invali-
dationsfor dataitemswhich may not be relevant to specific mobile
clients.

Several enhancements can be made to this basic scheme. This
includes handling lost invalidation message due to network failure
in the wired network and handling the case when co-located care-
of-address is used by the MH. The lost message can be handled by
using sequence numbers and periodic pooling by the foreign agent
on behalf of themobile host. In the case when maobile host uses co-
located care-of address, the home MSS can take the full responsi-
bility of maintaining MH’s HL C. Further, asin Codathe client can
itself do periodic polling to detect any lost invalidation reports.
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| Parameter | Value
N 25
M 100
A 1/120 query/s
1 10—* (low), 1/1800 (high)
b, 1200 bytes
b, 64 bytes
b; 64 bytes
C 10000 hits/sec
S 20%
w 1800 sec

Table 3. Default Parameters



