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I. INTRODUCTION

Magnetic disks are the least reliable component of most computer systems. In addition, their failures result much more often in irrecoverable data losses than failures of all other components. As a result, nearly all medium to large-size disk arrays include some redundancy and provisions for the quick replacement of failed units.

These provisions are not difficult to implement in installations that have trained personnel on site. When this is not the case, each disk replacement will require a service call whose cost is likely to exceed that of the equipment being replaced. This is even truer for installations that are far away of metropolitan areas.

We are currently investigating the feasibility of building zero-maintenance disk arrays that free users from all maintenance tasks over the expected lifetime of the array. Three challenges are to be met to make these organizations cost-effective. These are the initial cost of the array, its performance and its long-term reliability.

Our preliminary results indicate that the key factor in the feasibility of zero-maintenance arrays is the failure rate of idle spares. In particular, cost effective solutions for archival data storage are possible as long as these failure rates remain negligible. For instance, a zero-maintenance disk array with 56 data disks, 8 parity disks and 50 spare disks would have a better than 99.999 percent probability of not experiencing a data loss over five years while having a space overhead comparable to that of a mirrored organization consisting of 56 pairs of disks.

This is less true if we assume that unused spare disks fail at the same rate as active disks. As the disk array ages, its supply of spare disks gets progressively depleted. As a result, the array will require 62 to 70 percent extra spares to achieve the same reliability level. For instance, a zero-maintenance disk array with 56 data disks and 8 parity disks would require 82 spare disks instead of 50 to achieve the same 99.999 percent probability of no data loss over five years. These extra spare disks result in a much higher space overhead, which then approaches that of an organization that would keep three copies of all its data.

In reality, we may expect unused spare disks to fail at a significantly lower rate than active disks. This will reduce the need for additional spare disks and make zero-maintenance disk arrays more attractive.

Fig. 1. A three-dimensional RAID organization using four parity disks to protect the contents of four data disks against all triple disk failures. Each data disk is identified by the three parity planes to which it belongs.

II. BACKGROUND

Sparing is a well-known technique for increasing the reliability of disk arrays. Adding a spare disk to an array provides the replacement disk for the first failure. Distributed sparing [1] gains performance benefits in the initial state and degrades to normal performance after the first disk failure.

Many of the data we store online are archival in nature and are not supposed to be modified once they are stored. As a result, write throughputs are much less important in archival storage systems than in conventional storage systems. On the other hand, archival file systems have fairly stringent reliability requirements as they have to guarantee the integrity of their data over periods of time that often measure in decades.

Three-dimensional RAID arrays [2] extend to three dimensions most of the properties of two-dimensional RAID arrays [3, 4, 5]. A three-dimensional RAID array consists of \( n_p \) parity stripes, each containing a single parity disk. These parity stripes will form \( n_p \) parity planes in a three-dimensional space. We assume that all these planes intersect with each other and that three arbitrary planes intersect at exactly one single point. We then place one data disk at each of these triple intersections for a total of \( n_d = \binom{n_p}{3} \) data disks. Since each of these data disks belongs to three parity planes, it will be able to recover from all triple failures.

Fig. 1 represents a three-dimensional RAID array with four data disks and four parity planes. As we can see, the four intersecting planes \( \alpha, \beta, \gamma, \delta \) define a tetrahedron with six edges and four summits, and each of these summits defines a data disk, to which we attach the labels of the three intersecting parity planes. Observe that the array will be able to recover from all triple disk failures and most quadruple failures without any data loss, the sole exception being a failure of all four data disks \( \alpha\beta\gamma \), \( \alpha\beta\delta \), \( \alpha\gamma\delta \) and \( \beta\gamma\delta \).
TABLE I. FIVE-YEAR SURVIVAL RATES AND SPACE OVERHEADS OF SELECTED ZERO-MAINTENANCE DISK ARRAYS ASSUMING THAT SPARE DISKS DO NOT FAIL UNTIL THEY ARE PUT TO USE.

<table>
<thead>
<tr>
<th>Number of</th>
<th>Space Overhead</th>
<th>Ninety-five percent CI for five-year reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parity disks</td>
<td>Data disks</td>
<td>Spare disks</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>24</td>
</tr>
<tr>
<td>7</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>8</td>
<td>56</td>
<td>50</td>
</tr>
<tr>
<td>9</td>
<td>84</td>
<td>66</td>
</tr>
</tbody>
</table>

TABLE II. FIVE-YEAR SURVIVAL RATES AND SPACE OVERHEADS OF SELECTED ZERO-MAINTENANCE DISK ARRAYS ASSUMING THAT SPARE DISKS FAIL AT THE SAME RATE AS OTHER DISKS.

<table>
<thead>
<tr>
<th>Number of</th>
<th>Space Overhead</th>
<th>Ninety-five percent CI for five-year reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parity disks</td>
<td>Data disks</td>
<td>Spare disks</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>26</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>41</td>
</tr>
<tr>
<td>7</td>
<td>35</td>
<td>58</td>
</tr>
<tr>
<td>8</td>
<td>56</td>
<td>82</td>
</tr>
<tr>
<td>9</td>
<td>84</td>
<td>110</td>
</tr>
</tbody>
</table>

III. ZERO-MAINTENANCE ARRAYS

Our main objective was to achieve 99.999 percent reliability over a five-year interval while keeping the space overhead as low as possible. We selected three-dimensional RAID arrays as our base organization because of their high reliability and their low space overhead and added enough spare disks to ensure that the array had a 99.999 percent chance of not losing any data over five years. This combination proved itself much more successful than a previous attempt [6].

IV. RELIABILITY ANALYSIS

We evaluated the reliability of zero-maintenance disk arrays under two distinct hypotheses, namely, that spare disks would not fail until they are put to use and that spare disks would always fail at the same rate as the other disks.

Tables I and II summarize the results of our analysis. These results were obtained using two modified versions of the Proteus disk array simulator [7] that corresponded to our two hypotheses. The disks arrays were assumed to tolerate all triple failures of their data disks and their parity disks and most quadruple failures [2]. All quintuple failures were assumed to be fatal. Reliability values are expressed in “nines.” Four nines correspond to 99.99 percent reliability and five nines to a 99.999 percent value.

We assumed that disk failures were independent events distributed according to a Poisson law with a mean time to failure (MTTF) of 100,000 hours. This value is at low end of the values observed by both Schroeder and Gibson [8] and Pinheiro, Weber and Barroso [9]. Repair times were assumed to be deterministic and equal to 12 hours. Space overhead ratios were computed by dividing the number of disks that did not hold data (parity disks and spare disks) by the total number of disks in the array.

Both tables show that the space overhead that is needed to obtain 99.999 percent reliability decreases as the size of the array increases. Two factors explain that. First, the parity disk to data disk ratio decreases rapidly as the size of the array increases. Second, the central limit theorem predicts that the coefficient of variation of the number of disk failures that will occur over a five year interval will decrease proportionally to the square root of the size of the array.

Looking at the results in Table I, which assume that unused disks will not fail until they are put to use, we can see that zero-maintenance disk arrays with at least 20 data disks require a space overhead of no more than 60 percent to achieve a five-year reliability of five nines (99.999 percent). As the sizes of the arrays increase, their space overheads become comparable to those of arrays of mirrored disks.

As Table II shows, the same is not true when we consider that unused spare disks will fail at the same rate as the other disks. As disk arrays age, their supply of spare disks will now get progressively depleted. As a result, the arrays require 62 to 70 percent extra spares to achieve the same five-year reliability level.

One of the most promising approaches for reducing this overhead would be to monitor in real time the current number of available spare disks and notify the manufacturer whenever this number dips below a critical threshold. The occurrence would then be handled by all parties as a regular warranty repair.

V. CONCLUSION

We have presented a novel architecture for disk arrays that does not require users to perform any maintenance tasks over the expected lifetime of the array. Preliminary results indicate that the key factor in the feasibility of our design is the failure rate of unused spare disks. As long as these rates remain negligible, zero maintenance disk arrays with at least 77 disks can provide a five-year reliability of five nines (99.999 percent) with a space overhead comparable to that of mirroring. If this is not the case, we would need between 64 and 70 percent extra spare disks to achieve the same five-year reliability, which would result in a higher space overhead.
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