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Abstract

Existing undecidability proofs of checking secrecy of cryptographic protocols have the limitations of not considering protocols common in literature, which are in the form of communication sequences, since only protocols as non-matching roles are considered, and not considering an attacker who is an insider since only an outsider attacker is considered. Therefore the complexity of checking the realistic attacks, such as the attack to the public key Needham-Schroeder protocol, is unknown. The limitations have been observed independently and described similarly by Froschle in a recently published paper [9], where two open problems are posted. This paper investigates these limitations, and we present a generally applicable approach by reductions with novel features from the reachability problem of 2-counter machines, and we solve the two open problems. We also prove the undecidability of checking authentication which is the first detailed proof to our best knowledge. A unique feature of the proof is to directly address the secrecy and authentication goals as defined for the public key Needham-Schroeder protocol, whose attack has motivated many researches of formal verification of security protocols.

1. Introduction

Since networks are indispensable to all kinds of communications nowadays, checking and analyzing cryptographic protocols are especially important. A significant research direction is to check secrecy and authentication of protocols against a dominating attacker, first introduced by Dolev and Yao [4], assuming the cryptographic primitives cannot be broken. Since Lowe discovered an attack [16] on the public key Needham-Schroeder protocol (call it PKNS protocol) 17 years after it was published [19], many papers have focused on the topics in this area using formal methods. An essential part of these researches is to investigate the complexity of checking security protocols. Here we focus on the undecidability results.

Undecidability results are important practically since they are helpful to find scenarios that are decidable. Provided with precise undecidability results, people can save time and focus on more promising directions to find decidable or semi-decidable solutions, or to avoid the trouble by following some prudent engineering approach to design protocols so that checking security goals is decidable, or to understand better the limitations of some automatic verifiers or model checkers, such as to understand why their termination cannot be proved, or why they detect false attacks. In general the more precise and specific undecidability results are stronger and more helpful.

1.1. Limitations of Existing Undecidability proofs

Undecidability of secrecy checking has been mentioned by other researchers in several papers [1] [3] [6] [5] [7] [21] [8], and [6] [5] [21] provide proofs with details. In [5] and [6] the authors used multi-set rewriting to analyze protocols. The proof is by a two-stage reduction from the halting problem of Turing machine with the style of Turing machine tableau to Horn clause theories without function symbols and then from Horn clause theories to protocols specified as a set or roles. In [21] the authors showed that the undecidability result of [6] can be proved more directly by a reduction from the reachability problem of 2-counter machines to the secrecy checking problem of protocols as sets of roles (we call them role-oriented protocols).

The above proofs of undecidability have three limitations. First, all of the undecidability proofs, except [3], do not consider a protocol as a sequence of message exchanges, which we call a communication sequence, or CS for short. The published protocols we have noticed (see the
protocol library [2]) are all in the form of communication sequences. These undecidability proofs directly consider a protocol as a set of roles, we call this kind of protocols Role Oriented or RO for short, where each role is a sequence of message sending and receiving executed by a principal (also called an agent). Usually the first step to analyze a protocol as a communication sequence is to translate it into a set of roles, where the action steps executed by the same agent are organized into a role, and the relative order of action steps in the communication sequence is kept. Every step of the communication sequence implies two action steps, one is the message sending from the sender’s role, and the other is the corresponding message receiving in the receiver’s role.

However, there is a difference between an RO protocol translated from a CS, and a RO protocol directly designed without considering the corresponding CS. The first one is matching, in the sense that every message sending (or receiving) action step in a role can always be matched with (be unified with) a unique message receiving (or sending) action step in another role. The second one could be non-matching. We call a RO protocol non-matching if for some message received (sent) in a role, the other corresponding role in the protocol where this message is sent (received) does not exist. In other words, a set of non-matching roles are impossible to be obtained by parsing any CS. In the proofs mentioned earlier, except [3], the protocols considered are non-matching RO.

In [3] the authors showed a proof of the undecidability of secrecy checking by a reduction from the reachability problem of Petri nets. The protocol constructed in the reduction is called ‘real’ and has at least one honest run. A ‘real’ protocol is equivalent to what we call a communication sequence in this paper. However, as noticed by Froschle in [9], the proof of [3] depends on messages with unbounded size in a run, which is a part of the motivation of the first open problem of [9] (quoted later in this paper). Bounding message size in a run (or only consider runs where message size is bounded) is a condition making the undecidability stronger and more interesting as proposed by [6]. The proof of [3] has another limitation of considering an outsider attacker (the third limitation, described later). A unique feature of our proof to handle ‘real’ protocol is that we directly address secrecy as in the public key Needham-Schroeder protocol, which has been a phenomenal research focus. Second, improper secrecy declaration. This limitation, described below, is directly related to the first limitation and can show further why the proofs are not quite suitable for practically designed protocols. The proofs (except [3]) have some role where a term, which is declared as the secret one, is sent out in a message, not encrypted or trivially encrypted so that the attacker can know the secret term once he can get the message. Suppose this role belongs to a set of roles which are translated from some practically designed protocol as a CS, we can see that an honest run of the protocol (running the CS) will inevitably send the message containing a secret term and the attacker can always know the secret term. In other words, secrecy checking for protocols in the form of a CS with this ‘trivial’ secrecy declaration is always decidable, and the undecidability proofs will not work.

Froschle has independently noticed the above two limitations in a recently published paper [9]. She mentioned protocols having an honest run or ‘real’ protocols (notions first used by [3]), and proposed the first open problem, as quoted below.

“A protocol has an honest run if all of its rules can be played in the given orders: the first rule, then the second, and so on.”

Problem 1. “Is Insecurity decidable for protocols with honest runs when the message size is bounded?”

Third, considering the attacker as an outsider.

Every protocol assumes a perfect initial knowledge establishing stage at the beginning of a run. Note that if the initial knowledge of agents are not established perfectly and securely, there is no way to guarantee any security of the protocol. In this stage, keys and other terms will be distributed among a group of agents following some initial knowledge policy required by the protocol. We call this group as the legitimate agents group. We call every agent belonging to this group as an insider to this group, and every other agent as an outsider to this group.

All of the proofs, cited earlier, assume there is some term, say a key $K$, which is known (initially) to all agents (other than the attacker) participating a run of the protocol, but the attacker does not know the term. This restriction makes the reasoning of the proofs easier since for any encrypted term appearing in a run where the encryption key is $K$, it is guaranteed that the encrypted term is not created by the attacker but by some regular agent. It is clear that the proofs assume that the attacker does not participate in the initial knowledge establishing stage as other agents did, and the attacker is an outsider, while all other agents in the run, who are honest, are insiders.

Actually to consider an insider attacker has special importance, since in practice, the majority of security failures may be due to some insider attacker [10]. Gollmann mentioned in [10] that in the attack to the PKNS protocol [16] the attacker should be considered as an insider. The reason seems to be that one of the regular agent must initially know the attacker. We define insider based on the initial knowledge establishing stage of a run so that the intuition of insider attacker is exposed more clearly.

In practice the terminologies of “insider” and “outsider” are used to describe some real security cases. Despite some
difference of the details among cases, essentially the behind meaning is quite similar, So using this two terminologies here is appropriate.

Froschle also independently noticed that in the existing undecidability proofs the attacker is different from any regular agents in terms of initial knowledge, which is not very “natural”. She described the notion of natural key policy, and the second open problem in [9] as follows.

“A protocol has a natural key policy if in the specification of the initial key knowledge the Intruder is treated like all other principals.”

Problem 2. “Is Insecurity decidable for protocols with a natural key policy when the message size is bounded?”

Note that the existing undecidability results cannot cover the two open problems of [9], therefore their solutions are unknown.

Our reduction scheme using 2-counter machine is inspired from [21]. However, there are some key differences. First, the proofs in [21] assume non-matching RO protocols and an outsider attacker and we need new ideas of reduction to avoid the limitations. Furthermore, we have found and fixed two minor errors in the work of [21]: a counter can be negative, and zero can be used as a positive number. The proof of correctness of the reduction in [21] is sketchy and consequently misses the two errors. Details of the errors and our fixes are presented in the Appendix of [13]. We have adapted the approach of using 2-counter machine in [13] and [14] to prove the undecidability of an open problem pinpointed by [6]. Our work in [13] and [14] give us some confidence and motivation in finding a general and powerful proof scheme. However the proof in [13] also has the limitations of assuming non-matching RO protocols and an outsider attacker.

2. Notations and Modeling

In order to make the proof rigorous, the notions related to protocol, attacker, and protocol run must be established. These concepts have been extensively studied and are familiar to researchers. There are different formalization systems to describe a protocol and a protocol run assuming a Dolev-Yao attacker [4], such as (not a comprehensive list) the model defined by Paulson [20], Multi-set Rewriting (MSR) [6], Strand Space [11], and Constraint Solving [18]. While these models emphasize the behavior of the attacker and a protocol run, they may gloss over some details.

Due to limit of space, we only present the well-known key ideas of protocol, protocol run, terms, and the attacker, which should be enough for the proof. More details are presented in [15]. A reader familiar with modeling of Dolev-Yao attacker and protocol run can directly verify the correctness of the proof in Section 3 using their own modeling system, while paying attention to the design features that the attacker is an insider and the roles are matching.

Notations are chosen in a style similar to other papers, e.g., [16]. A variable is a symbol with at least one uppercase letter, such as \( N_A, A_2, A \). A constant is an atomic term with no uppercase letter, such as \( a, n_a, r_i \).

A pair of asymmetric keys is represented as \( k^X_A \) and \( k^X_0 \). \( X \) is the unique ID (UID) of the asymmetric key pair. If \( X \) is an agent name, \( k^X_A \) is \( X \)’s public key and usually should be initially known to other agents, and \( k^X_0 \) is \( X \)’s private key that should be known only to \( X \). This notation can also describe the asymmetric keys generated during a run.

A term is an atomic term (a variable or a constant), or a list, or an asymmetric encryption, or a symmetric encryption. A list has the form \([X,Y,Z]\), where \( X \) and \( Y \) are terms and the list contains finite number of terms. A list is a simpler representation of a sequence of nested pairs. For example \([W,X,Y,Z]\) is the same as \([W,[X,[Y,Z]]]\).

A message is a term. When a message is a list, the top level enclosing \([ \]\) is omitted. An asymmetric encryption has the form \( \{T\} k^X_A \), \( i \in \{0,1\} \), where \( T \) is a term called the encrypted text, and \( k^X_A \) is the atomic encryption key. A symmetric encryption has the form \( \{T\} v \), where \( T \) is the encrypted text and \( v \) is a term which is the encryption key. Messages in a run are ground (variables are instantiated).

A special constant is the upper case letter \( I \), for intruder, which is reserved as the name of the attacker.

An action can be an internal action or an external action. Let \( P, A, B \) be agent names. An internal action of fresh term generation is denoted as \#_p\((t_1,t_2,\cdots)\), where “\( t_1,t_2,\cdots \)” represent the fresh terms generated by agent \( P \) before \( P \) sends a message that contains these fresh terms. A fresh term (such as a nonce) should be different from all other terms appeared in the run so far. An external action can be a message sending or a message receiving. The action of agent \( A \) to send a message \( M_{sg} \), when the intended receiver is \( B \), \( A \neq B \), is denoted as \(+(A \Rightarrow B) : M_{sg}\). The action of agent \( A \) to receive a message \( M_{sg} \) from a supposed sender \( B \), \( A \neq B \), is denoted as \(-(B \Rightarrow A) : M_{sg}\). In this paper the only kind of internal actions explicitly expressed in action code is fresh term generation.

An action step is a sequence of actions which can be considered as being executed together in a unit. It has four forms. 1) \#_I(term1, term2,\cdots); 2) \(+(A \Rightarrow B) : M_{sg}; 3) -(B \Rightarrow A) : M_{sg}; 4) \#_A(t_1,t_2,\cdots) +(A \Rightarrow B) : M_{sg}. 1) \) is executed by \( I \), while the other three can be executed by both regular agents and \( I \). 4) is the only kind of action step that contains more than one action.

The well-known Dolev-Yao model [4] commonly refers to two assumptions: 1) a dominating attacker who records every message immediately when the message is sent, and
can prevent a message from being received, and can send any message it can obtain to any agent; 2) perfect encryption, which means no agent can decrypt a term unless the agent knows the decryption key. This paper assumes every agent (including the attacker) has equal power of generating unbounded fresh terms. When a fresh term is generated it is different from all other terms appeared in the run so far. We need unbounded nonces to address undecidability. Note that if only bounded many nonces can be generated while message size is bounded, there are bounded many terms appearing in the run and secrecy checking is decidable [6].

The attacker initially knows a set of terms, denoted as $I\init$, before a run of a protocol. The attacker’s knowledge (the set of terms $I$ can obtain) grows during a run. After a sequence $E$ of action steps has been executed, the attacker’s knowledge is denoted as $\know_I(E)$, which includes: 1) all terms in $I\init$; 2) all messages that has been sent in $E$; 3) all fresh term $X$ that have been generated by $I$ in $E$, i.e., an action step of the form $\#_{i}(X, \cdots)$ is included in $E$; 4) an infinite set of terms described as the closure of applying a set of well known rules of term synthesis and analysis [20] to terms in $\know_I(E)$. More details can be found in [13].

Roles usually contain variables since they are the templates of action steps. A role instance will replace all variables in a role by some ground terms.

A consensus of the different modeling systems, cited at the beginning of this section, is the follows. A protocol $Pro$ can be analyzed as a set of roles. A run of $Pro$ can be described a sequence $E$ of actions steps associated with a set $R$ of role instances executed by regular agents. $E$ is formed by interleaving (prefixes of) role instances in $R$, provided that before every message $Msg$ can be received by a regular agent after a certain point of the run, say after $E'$ which is a prefix of $E$, the attacker $I$ must be able to construct $Msg$, denoted as $Msg \in \know_I(E')$. Secrecy checking for a protocol $Pro$ is to check if there is a run $E$ of $Pro$, such that after $E$, a secret term $Sec$ can be leaked, or $Sec \in \know_I(E)$. The formal proof of our reduction is based on the formal definitions of a protocol run and $\know_I(E)$, and should be independent to different but equivalent choices that can describe them. It can be proved that for protocol analysis a run represented as bundle of role instances [11] is equivalent to a run represented as a trace.

A run should always be associated with a set $AN$ of the names of legitimate agents (explained earlier), and a specific initial knowledge pattern of the attacker, call it $D$. If $I \in AN$, then $I$ is an insider attacker. And $D$ should be the same as the initial knowledge pattern of other regular agents in $AN$. Formally a run is a tuple $(Pro, D, R, AN, E)$. $Pro$ is the protocol. $R$ is a set of role instances executed by regular agents. $E$ is the trace of actions steps described earlier. A trace of a run is denoted as $run.E$.

The set of all possible runs of a protocol $Pro$ with a specific initial knowledge pattern $D$ of the attacker is denoted as $\text{runs}^{D;Pro}$. A secrecy checking problem can be described as follows. Given a protocol $Pro$ and an initial knowledge pattern $D$ of the attacker, and a set of secret term $SEC$, to check the validity of the following statement.

$\exists run, \exists X, run \in \text{runs}^{D;Pro}, X \in SEC : X \in \know_I(run.E)$

In addition to a set of (matching) roles, a protocol should specify the initial knowledge patterns of the agents of $AN$. The initial knowledge of an agent $P$ is denoted as $P\init$. Since we address the undecidability of analyzing a protocol, the number of role instances should not be bounded. It has been proved by [22] that if the number of role instances in a run is bounded, secrecy is decidable.

3. Proving Undecidability of Checking Secrecy and Authentication

We want to prove that, an arbitrary deterministic 2-counter machine [12] with no input (well-known concept, defined in Def. 1), call it $M$, can reach a final configuration, if and only if the corresponding protocol $Pro$ has a secrecy attack. $Pro$ is a matching RO protocol. The attack is a run of $Pro$ where the attacker, who is an insider, finally knows some secret term. The secret term is declared by the same way $N_h$ is declared as the secret term for the well-known attack to the PKNS protocol [16]. Since the 2-directional proof can be carried out in a straightforward style, we focus on presenting the “parameters” of the design of the proof, which are the encoding schemes and protocol design. The remaining technical details are included in [15].

**Definition 1.** A deterministic 2-counter machine [12] with empty input is a pair $(Q, \delta)$, where $Q$ is a set of states including the starting state $q_0$ and the accepting state $q_{\text{final}}$ and $\delta$ is a set of transition rules. A configuration of a 2-counter machine is a tuple $(q, V_1, V_2)$, where $q$ is the current state and $V_1$ and $V_2$ are two non-negative integers representing the two counters. The 2-counter machine can detect whether a counter is 0 or not. A transition rule, (call the rule $T \in \delta$) is of the form $[q, i_1, i_2] \rightarrow [q', j_1, j_2]$, where $q, q' \in Q; i_1, i_2 \in \{0, 1\}; j_1, j_2 \in \{-1, 0, +1\}$. An application of $T$ can be described as $(q, V_1, V_2) \rightarrow_T (q', V'_1, V'_2)$, where RHS and LHS are the configuration before and after the transition respectively. For $h \in \{1, 2\}$, when $i_h = 0$, it means that $V_h = 0$. When $i_h = 1$, it means that $V_h > 0$. When $j_h = +1 (j_h = 0, j_h = -1)$, it means that after the transition, $V'_h = V_h + 1 (V'_h = V_h, V'_h = V_h - 1)$. Especially, when $j_h = -1, i_h$ must be 1, since decrementing 0 is not allowed. The reachability problem of such a 2-counter machine is to decide that, starting from the initial configuration $(q_0, 0, 0)$, after applying some applicable transition rules, whether some final configura-
tion \(q_{final} \neq q\) can be reached, where \(\_\) represents an arbitrary possible value. We assume (for convenience) that \(q_0 \neq q_{final} \) and, for nontriviality, that \(\delta \) is not empty.

**Theorem 1.** Secrecy checking of matching RO protocols is undecidable while considering an insider attacker, and runs of protocols with bounded message size.

**Proof.** Given a 2-counter machine \(M = (Q, \delta)\), let \(Q = \{q_0, q_{final}, q_1, q_2, \cdots, q_m\}\) and \(\delta = \{T_1, T_2, \cdots, T_n\}\).

**Encoding** is a correspondence between a term and its designed meaning in a reduction. In the reductions of undecidability [3] [6] [21] and NP-hardness [22] [8] encoding is implemented by symmetric encryptions using some key shared by agents. Using shared symmetric key could make the proofs easier and we could also design the encoding scheme using symmetric keys. However we implement the encoding and design the protocols in the proof using only public keys and private keys, like the PKNS protocol, to make the proof more interesting and convincing.

A configuration term has the form \(\{5, B, e, q, C_1, C_2\}\_k_A\) where \(A\) and \(B\) are two different regular agent names, which means \(\{A, B\} \subset AN\), \(A \neq I\), \(B \neq I\), \(A \neq B\). \(C_1\) and \(C_2\) could be any terms. \(e\) is a special constant used in the reduction as an evidence to distinguish a real configuration term from a term of the form \(\{5, B, N_A, q, C_1, C_2\}\_k_A\), which can be easily obtained by the attacker, where \(N_A\) is a nonce generated by \(A\) in the first message of a role \(S_f\) (introduced later), \(1 \leq f \leq n\). An honestly generated nonce \(N_A\) cannot be \(e\), due to the assumption of unbounded fresh nonce generation. \(q\) is a constant that could be any state in \(Q\). The regular agent name \(B\) included in a configuration term is also designed to prevent the \(I\) from getting a (final) configuration term trivially. Note that \(I\) can easily get a term \(\{5, I, e, q_{final}, C_1, C_2\}\_k_A\), which is not a configuration term (\(I\) is inside, not \(B\)), when \(A\) plays the role \(S_{final}\) (introduced later) and \(A\) talks with \(I\). Note that \(I\) cannot construct a configuration term since \(I\) does not know \(k_A\).

The only configuration term that \(I\) can trivially obtain is the starting configuration term \(\{5, B, e, q_0, z, z\}\_k_A\), which is generated by a role instance of \(R_0\) and corresponds to \((q_0, 0, 0)\). \(I\) has to do a run to simulate a computation of \(M\) in order to get the non-trivial configuration terms which include the final configuration terms.

A connection term has the form of \(\{7, B, C_1, C_2\}\_k_A\), where \(\{A, B\} \subset AN\), \(A \neq B\), \(A \neq I\), \(B \neq I\). Connection terms are used to build the encoding of a counter value (described later). The encryptions containing constant 5 are distinguished from, and cannot be unified with, the encryptions containing constant 7. A secret term is a term \(N_B\) generated by a role instance of \(R_{final}\) (introduced later) which is executed by a regular agent \(B\), \(B \neq I\), where \(B\) tries to send \(N_B\) to agent \(A\), \(A \neq I\). The secret term is declared exactly in the same way as the PKNS protocol [16].

A protocol \(Pro\) is constructed according to \(M\). \(Pro\) requires the initial knowledge pattern of agents as follows.

\[
\forall P, P \in AN : P.init = AN \cup \{q_1^B \mid B \in AN\} \cup Q
\]

\[
\cup \{e, z, 1, 2, 3, 5, 7, k_0^P\}
\]

The set of roles of \(Pro\) is the follows.

\[
\{S_0, R_0\} \cup \{S_1, R_1, \cdots, S_n, R_n\} \cup
\{S_{copy1}, R_{copy1}, S_{copy2}, R_{copy2}, S_{final}, R_{final}\}
\]

Note that there are \(n\) transition rules in \(\delta\).

For each run of \(Pro\), we consider \(I\) is an insider, so \(I \in run.AN\) and that \(D\) is the same as the above initial knowledge pattern for other agents (instanitate \(P\) with \(I\)).

We describe a matching pair of roles \(S_i\) and \(R_i\), \(i \in \{0, 1, \cdots, n, final\}\) by the CS between them. The action steps of two matching roles can be straightforwardly parsed from the CS between them. We choose different variable names in different matching pairs of roles so there is no confusion when the CSes of these pairs of roles are concatenated to form the CS of the whole protocol. Actually any interleaving of the CSes of the pairs of roles will be a corresponding CS of the protocol.

Two roles \(S_0\) and \(R_0\) are designed to generate the initial configuration term. \(S_0\) and \(R_0\) are executed by \(A_0\) and \(B_0\) respectively. The CS between them is the follows.

1. \((A_0 \Rightarrow B_0) : A_0, B_0, \{5, B_0, e, q_0, z, z\}\_k_A^B\)

The two roles \(S_{copy1}\) and \(R_{copy1}\) are used to rewrite a configuration term, they are executed by agents \(P_1\) and \(G_1\) respectively. The CS between them is the follows.

1. \#_{p_1}(N_1, N_2, N_3, P_1) \rightarrow (P_1 \Rightarrow G_1) : P_1, G_1, \{5, G_1, N_1, N_2, P_1, N_3, P_1\}\_k_A^P
2. \((G_1 \Rightarrow P_1) : G_1, P_1, \{5, P_1, N_1, N_2, N_3, P_1\}\_k_A^P

The two messages appearing in the above CS as \(M_{sg1}\) and \(M_{sg2}\). As an example of roles parsed from a CS, the two roles can be represented as follows.

\[
S_{copy1} \rightarrow R_{copy1}
\]

1. \#_{p_1}(N_1, N_2, N_3, P_1) \rightarrow \neg(P_1 \Rightarrow G_1) : M_{sg1} + (P_1 \Rightarrow G_1) : M_{sg1}
2. \neg(G_1 \Rightarrow P_1) : M_{sg2} + (G_1 \Rightarrow P_1) : M_{sg2}

The two roles \(S_{copy2}\) and \(R_{copy2}\) are used to rewrite a connection term, they are executed by agents \(P_2\) and \(G_2\) respectively. The CS between them is the follows.

1. \#_{p_2}(N_1, N_2, P_2) \rightarrow (P_2 \Rightarrow G_2) : P_2, G_2, \{7, G_2, N_1, N_2, P_2\}\_k_A^P
2. \((G_2 \Rightarrow P_2) : G_2, P_2, \{7, P_2, N_1, N_2, P_2\}\_k_A^P

The two roles \(S_{final}\) and \(R_{final}\) carry out an adjusted version of the PKNS protocol, executed by agents \(A\) and \(B\) respectively. The CS between \(A\) and \(B\) is the follows.

1. \#A(N_A, C_{final}, C_{final}) (A \Rightarrow B) : \{1, N_A, A, \{5, B, e_{final}, C_{final}, C_{final}\}_A^B\}
2. \#B(N_B) (B \Rightarrow A) : \{2, N_A, N_B\}_A^B
3. \((A \Rightarrow B) : \{3, N_B\}_A^B
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For each \( T_f \in \delta \), for some \( f, 1 \leq f \leq n \), suppose \( T_f = [q_j,i_1,i_2] \rightarrow [q'_j,j_1,j_2] \). \( T_f \) corresponds to two roles \( S_f \) and \( R_f \) (starter and responder), executed by agents \( A_f \) and \( B_f \) respectively. The general template of the CS between \( S_f \) and \( R_f \) is the following. The exact CS between \( A_f \) and \( B_f \) will be formed after a set of rewrite rules (described later) are applied to this general template.

1. \( \#A_f(CH_f,C2_f,C1_f^{-1},C2_f^{-1}) \Rightarrow A_f ) : A_f,B_f,[5,B_f,N_f,q,CH_f,C2_f^{-1}] \rightarrow \\
   \{7,B_f,CH_f^{-1},7,B_f,C2_f^{-1},C2_f\} \in \delta \)

2. \( \#B_f(CH_f^+1,C2_f^{-1}) \Rightarrow CH_f ) : [5,A_f,N_f,q',CV_f,C2_f,k_0 B_f] \rightarrow \\
   \{7,A_f,CH_f^+1,7,A_f,C2_f,C2_f^{-1}\} \in \delta \)

In the first message \( A_f \) will choose \( B_f \) as the interlocutor, \( B_f \in AN \) and \( B_f \neq A_f \). Note that \( B_f \) will carry the nonce \( N_f \) received in the first message to the second message. The variables \( CH_f, h \in \{1,2\} \), will not appear in the actual CS between \( S_f \) and \( R_f \) since they will be replaced by \( CH_f^{-1} \) or \( CH_f^+1 \), after applying the rewrite rules.

For \( h \in \{1,2\} \), the following rewrite rules, each is described as “condition \( \Rightarrow \) effects”, will be applied as much as possible to the general template between \( S_f \) and \( R_f \), according to the conditions satisfied by the transition rule \( T_f \) of \( M, 1 \leq f \leq n \). \( W \rightarrow V \) means to replace \( W \) with \( V \) in the above template. \( W \rightarrow \varepsilon \) means to remove \( W \). An implicit rule is that any term that is not removed or changed will still appear in the CS between \( S_f \) and \( R_f \). Especially, if every term in terms of an action of \( \#agentName(terms) \) is removed, then this whole fresh term generation action is removed. Note that when a rule is applied, the term removing tasks in RHS are arranged following the order from left to right, so that the smaller terms are removed later and the bigger terms containing the smaller terms are removed earlier, to avoid possible confusion.

1. \( i_h = 0 \Rightarrow CH_f \rightarrow \varepsilon; \{7,B_f,CH_f^{-1},CH_f\} \in \delta \)
2. \( i_h = 1 ; \{7,B_f,CH_f^{-1},CH_f\} \in \delta \)

3. \( j_h = +1 \Rightarrow CH_f^+ \rightarrow CH_f^+1 \)
4. \( j_h = 0 \Rightarrow CH_f^+ \rightarrow CH_f^+ \)
5. \( j_h = -1 \Rightarrow CH_f^+ \rightarrow CH_f^+ \)

The counter value 0 must be represented by \( z \). When a counter \( h \) should be positive, the term \( \{7,B_f,CH_f^{-1},CH_f\} \in \delta \) is needed in \( M \) so that \( CH_f^+ \) encodes a number one less than the number encoded by \( CH_f \). Verbose explanations of the rewrite rules are in [15].

If \( M \) can reach a final configuration \( (q_{final},z) \) starting from \( (q_0,0) \) by some finite computation \( Comp \), then \( Comp \) can be represented as a finite sequence of configurations connected by applicable rules in \( \delta \), as follows.

\[
(q_0,0) \rightarrow^{t_1} (Q_1^1,V_1^1,V_2^1) \cdots \rightarrow^{t_u} (Q_u^u,V_u^u,V_2^u)
\]

Here \( u > 0, t_1, \ldots, t_u \in \delta \).

A special representation \( \{7,A/B,z,X\} \in \delta \) can represent either the term \( \{7,A/z,X\} \) or \( \{7,B/z,X\} \) in the CS between \( A \) and \( B \). Similarly \( \{5,A/B,e,X,Y\} \) can represent either \( \{5,A/e,X,Y\} \) or \( \{5,B/e,X,Y\} \).

After running a sequence of action steps \( E \) in a run of \( Pro \), we say a term \( X \) is the encoding of a positive integer \( N \), if and only if there is a sequence of terms:

\[
\{7,A/B,z,X_1\} \rightarrow^{t_{k_0}} \{7,A/B,X_1,X_2\} \rightarrow^{t_{k_0}} \cdots \rightarrow^{t_{k_0}} \{7,A/B,X_{N-2},X_{N-1}\} \rightarrow^{t_{k_0}} \{7,A/B,X_{N-1},X\} \sim_{k_0}
\]

such that (\( A \) and \( B \) are two different regular agent names) \( \{A,B\} \subset run.AN \), \( A \neq B \), \( A \neq I \), \( B \neq I \), and the attacker knows each element \( T \) of this sequence (\( T \) in \( know_1(E) \)). Note that in this sequence the connection terms can have different encryption keys, some are encrypted by \( k_0 A \) and \( B \) appears in the encrypted text, while some are encrypted by \( k_0 B \) and \( A \) appears in the encrypted text. Here \( X \) and \( X_j \) for some integer \( j, 1 \leq j \leq N-1 \), are different variables that can represent any terms (could be composite terms). We call \( N \) the i-value of \( X \) (stands for integer), or \( X \) is the encoding of \( N \), or \( X \) encodes \( N \), denoted as \( X = X \). The above term sequence is called the encoding sequence of \( X \). The encoding sequence of \( z \) is \( z \).

Since all the agents (including \( I \)) are symmetric, i.e., they have the same initial knowledge pattern, it is obvious that if there is a run where a secret \( n_a \) is leaked which is generated by \( d \) for \( c \), then there is a run where a secret \( n_b \) is leaked where \( n_b \) is generated by \( b \) for \( a \). Without loss of generalization, we consider only the secret term \( n_b \) between two agents \( b \) and \( a \). For this reason, the rest of the proof only considers configuration terms of the form \( \{5,a/b,e,X,Y\} \sim_{k_0/b} \) and connection terms of the form \( \{7,a/b,X,Y\} \sim_{k_0/b} \).

The encoding of 0 is the constant \( z \). So 0 = \( z \). If a term \( \{7,B,X,Y\} \sim_{k_0/b} \) appears in an encoding sequence, it means that \( X = X - 1 \).

**Direction 1:** Suppose there is a computation \( Comp \) of \( M \) with \( u \) transition steps, \( 1 \leq u \), such that after \( Comp \), \( M \) can reach a final configuration \( (q_{final},z) \) from the initial configuration, we prove that there exists a run, such that \( run \in Runs(D;Pro) \) where \( D \) is the initial knowledge pattern of the insider attacker described earlier in this proof, and some secret term is included in \( know_1.run(E) \).

We prove this direction by constructing a run simulating \( Comp \). \( Pro \) is the protocol just described. \( run.AN = [I,a,b] \). Only three agents are enough here to instantiate the sender and receiver variables in each role instance. \( run \)
starts with a role instance of \( S_0 \) executed by \( a \), to generate the initial configuration term \( \{5, b, e, q_0, z, z\}_{k_0} \). Then for each transition step of \( Comp \), assume it applies a transition rule \( t \), a role instance, say \( r \), of the corresponding role \( R_t \) which is translated from \( t \), is executed. \( r \) receives a configuration term encoding the previous configuration, and produce a configuration term encoding the next configuration of \( Comp \). In addition, some role instances of \( R_{copy1} \) and \( R_{copy2} \) are executed to swap the positions of \( a \) and \( b \) in the newly generated configuration term and number connection terms, in order to maintain the encoding scheme. A lemma can be proved by induction on each step of \( Comp \) to show that the attacker can always obtain the message needed for the next step of the attack. Finally, when the final configuration term is generated, the attacker uses it to carry out the next step of the attack. The proof design is the follows. The only way the attacker can always obtain the message needed for the next step of the attack is to know a term \( q_{final} \) and \( q_{final} \) reached in the run there can only be a unique corresponding role instance \( r' \) appeared in the run. \( r' \) is only required to finish a prefix up to the last message that is supposed to be sent from \( r' \) and received by \( r \). Note that for a goal of \( Role_1 \) to authenticate \( Role_2 \), both the agent who executes \( Role_2 \) should be a regular agent, otherwise the goal is not defined, since the actions of the attacker cannot be organized into role instances, based on the attacker’s intention, which is unclear.

Definition 2. Given a protocol \( Pro \) as a communication sequence, and two roles \( Role_1 \) and \( Role_2 \) parsed from \( Pro \). Suppose \( S \) is a set of parameters shared by \( Role_1 \) and \( Role_2 \) according to \( Pro \). Assume \( S \) always include the two agent names who execute \( Role_1 \) and \( Role_2 \). Let \( M \) be the last message that is sent by \( Role_2 \) and received by \( Role_1 \) according to \( Pro \). The authentication goal of \( Role_1 \) to authenticate \( Role_2 \), denoted as \( Role_1 \rightarrow Role_2 \), means that for a role instance \( r \) of \( Role_1 \) in a run, there is one and only one role instance \( r' \) of \( Role_2 \) in the run which has been executed up to \( M \), and each variable in \( S \) is instantiated by the same value in \( r \) as in \( r' \).

Theorem 2. Authentication checking of matching RO protocols is undecidable while considering an insider attacker, and runs of protocols with bounded message size.

Proof. The well-known attack to the PKNS protocol [16] is also an authentication attack, since the goal \( Role_B \rightarrow Role_A \) is violated. The attacker can impersonate \( A \) when \( B \) believes the interlocutor is \( A \). The attacker \( I \) can carry out the authentication attack if and only if \( I \) can obtain \( N_B \). By the same reason, for the protocol designed in the proof of Theorem 1, the authentication goal \( R_{final} \rightarrow S_{final} \) can be violated if and only if \( I \) can obtain \( N_B \), and by the proof of Theorem 1, if and only if the 2-counter machine can reach a final configuration.
4. Summary

We directly address the secrecy and authentication goals of the PKNS protocol and prove the undecidability of checking secrecy and authentication. To our best knowledge these undecidability results are the first that can be directly applied to protocols common in literature (matching RO protocols) while considering the attacker as an insider. This research solves the two open problems posted by [9].

Our experiences show that to prove the undecidability of a new problem of checking cryptographic protocols, there are reusable proof patterns. The modeling of protocols and protocol runs could be the same. The two-directional proof could be very similar, including the lemmas and observations, and could be executed as routines. The design of encoding and protocols in the reduction can follow some common high-level ideas, such as using a “chain” of encrypted terms to encode a natural number. The encoding design can be very flexible, which is a source of the power of this approach, as long as the high-level ideas can be implemented. For example, a number could be encoded by a composite term, not necessarily by an atomic nonce. Also in an encoding sequence different encryption keys can be used, not necessarily only one encryption key is allowed.

By the above observations, for the purpose of improving techniques for proving undecidability of checking cryptographic protocols and similar reductions, we consider that the techniques of artificial intelligence and automatic theorem proving which utilize reusable solution patterns and experiences of cases are potentially very helpful.
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