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Abstract

Odds ratios, and other traditional metrics used to quantify the correlation between illness and risk factors, rely on the correct definition of exposed and non-exposed populations. This definition has always been straightforward in conventional epidemiological studies that focus on the effect of a single risk factor. Current data mining techniques, like association rule mining, allow the evaluation of the effect of combinations of multiple risk factors. In this new scenario, what would be, the optimal definition of non-exposed population?

So far in the literature, the non-exposed group included every subject who was not exposed to all of the risk factors under analysis. Alternatively, we may decide to include in the non-exposed group subjects who were not exposed to any of them. A study to determine which definition should be favored in differing circumstances is currently missing. In this paper, we discuss possible advantages and disadvantages in using one definition or the other. We also show the differences in results obtained when the two definitions are implemented in an association rule mining algorithm and used to extract rules from a group of datasets. We conclude that these differences should not be ignored and proper attention should be given to finding the correct definition of non-exposed population in risk assessment studies.

1 Introduction.

In recent years we have observed an exponential growth in the amount of data available in the medical field. This trend creates an opportunity for modern data mining techniques, which can be employed to extract meaningful and useful information from massive repositories \cite{11}. Techniques that can extract and report the information in the form of rules are particularly favored, because they are readily interpretable for all health practitioners, even those who do not have a background in data analytics. The most popular algorithms for extraction of rules from data can be grouped into two families: Decision Trees and Association Rule Mining (ARM). In this paper, we will focus on ARM.

Association rule mining was originally designed to find frequent associations between items in large databases \cite{1}. Since then, different formulation of ARM have been studied, and many have also been applied in clinical environments. One of the first applications was presented by Brossette \textit{et al.} in 1998, to study the association between hospital infections and public health surveillance \cite{4}. Other publications include studies on chronic hepatitis, septic shock, heart disease, association deficit disorder, cancer prevention, response to drugs and general lifestyle risk behaviors \cite{6,12,17,19,20,21,22}. In its early formulation, ARM was designed to find rules with high support and confidence, that is, groups of elements that appear frequently in the dataset and that are highly correlated. However, sometimes associations of interest in the medical domain can be infrequent and not particularly highly correlated. Therefore, it was necessary to introduce new metrics to evaluate the interestingness of a rule. A list of these metrics and an evaluation of their effectiveness is presented in \cite{18}.

The list of objective measures available to evaluate rules includes Risk Ratio (RR) and Odds Ratio (OR). These two measures are largely used in the field of medicine and public health to establish a correlation between one or more factors and the health outcome under study. The factors implicated in the health outcome may differ widely (from genetic, to demographic, to environmental) and are generally called exposures. By computing risk ratio and odds ratio, it is possible to compare the exposed and non exposed populations to determine if one of them has higher chances to develop the outcome under study.

In 2009, Li \textit{et al.} \cite{13} presented a variant of association rule mining that abandoned the traditional support-confidence framework in favor of a pattern search guided by risk ratio. The proposed method was more efficient in covering the search space, and produced a smaller number of rules. But the number of rules in the output could still be too large for easy interpretation. Later, another paper by Li \textit{et al.} \cite{14} presented a method to prune redundant rules based on overlapping of the confidence interval of the odds ratio. The odds ratio is usually reported with its confidence interval to show the accuracy of the estimate. Li \textit{et al.} used confidence intervals to determine if a rule and its parent are statistically different. If the confidence intervals do not overlap, the rules must carry different
Figure 1: Schematic representation of OR confidence interval of different rules. Rule \(X \rightarrow Y\) is the parent. By adding other exposures to the parent rule, we obtain new rules \(X_z \rightarrow Y\) and \(X_w \rightarrow Y\). Because only the confidence interval of \(X_w \rightarrow Y\) does not overlap with the parent rule, only this new association is statistically different. \(X_w \rightarrow Y\) brings new relevant information, while \(X_z \rightarrow Y\) should be pruned.

We will start this section with some of the foundations of rules and rule mining. A rule represents an association between two sets of items, i.e., \(X\) and \(Y\). The notation \(X \rightarrow Y\) indicates that when \(X\) occurs \(Y\) also occurs with a probability \(P(Y|X)\). In association rule mining, rules are extracted from large binary databases. The columns of the database represent the set of possible items \(I = \{i_1, i_2, ..., i_m\}\). A subset of items \(X \subseteq I\) is called an itemset. The rows of the database represent all instances, or transactions, that occurred in the dataset. In a medical study, each row represents a different subject of study, columns are used to represent characteristics or conditions of the corresponding subject. Possible items could be \{Male\} or \{Age : 30 ÷ 40\} or \{Smoker\}. Medical data are mined to find significant rules such as \{Smoker, Age : 30 ÷ 40\} \(\rightarrow\) \{Lung cancer\}. Similar rules may have low confidence (not all smokers in their 30s have lung cancer!), but help finding a significant change in risk for exposed and non-exposed population.

Not every possible combination of itemsets \((X, Y)\) forms an interesting rule. Different criteria have been defined to differentiate meaningful rules from the rest. The most common, introduced by Agrawal in its first ARM formulation [1], forms the support-confidence framework. The support of a rule represents how often the items of the rule occur together in the dataset (\(\text{supp}(XY) = P(Y \land X)\)). The confidence of a rule measures the chance of finding the itemset \(Y\) (also called consequent or RHS, right hand side) in a transaction, given the presence of the itemset \(X\) (also called antecedent or LHS, left hand side). Therefore, the confidence is simply a conditional probability:

\[
\text{conf}(X \rightarrow Y) = P(Y|X) = \frac{\text{supp}(XY)}{\text{supp}(X)}
\]

The support-confidence framework requires selected rules to have support and confidence larger than some minimum thresholds, normally imposed by the user according to the situation. But in a public health study this framework represents a limitation. Some of the interactions between exposures and health outcome can be infrequent or not very strong, but still significant, especially if they capture an important difference between who is exposed and who is not. Fortunately other metrics can be used to determine if a rule is significant for medical purposes. One of them is the odds ratio:

\[
\text{OR}(X \rightarrow Y) = \frac{P(X \land Y)/(1 - P(X \land Y))}{P(\neg X \land Y)/(1 - P(\neg X \land Y))} = \frac{\text{supp}(XY)/\text{supp}(X \land Y)}{\text{supp}(\neg X \land Y)/\text{supp}(\neg X \land Y)} = \frac{\text{supp}(XY)}{\text{supp}(\neg X \land Y)}
\]
The odds ratio allows us to compare health outcomes in two populations differentiated by some exposure(s). A positive (negative) correlation between outcome and exposure exists if the OR is greater (less) than 1. OR = 1 indicates no correlation. Epidemiological studies normally report odds ratios with their confidence interval (CI) \( \exp(\log(\text{OR}) - \omega), \exp(\log(\text{OR}) + \omega) \), where

\[
\omega = \frac{z_{\alpha/2}}{\sqrt{\frac{1}{\text{supp}(XY)} + \frac{1}{\text{supp}(\neg XY)} + \frac{1}{\text{supp}(X\neg Y)} + \frac{1}{\text{supp}(\neg X\neg Y)}}}.
\]

(2.3)

\( z \) is the critical value of the confidence interval, and it is typically equal to 1.96, for a 95% level of significance.

ARM can be used to mine rules of the form \( X \rightarrow Y \) with a significant odds ratio (that is, an odds ratio which confidence interval does not cross 1). \( X \) represents a set including one or more exposures and \( Y \) is the health outcome under study. The great value of ARM is that it allows us to explore the impact of all possible combinations of exposures and report only those that produce an interesting OR.

Unfortunately, this application, like many other forms of ARM, is affected by the problem of redundant rules. A redundant rule is a rule whose LHS could be simplified by reducing the number of items without any loss of information. For example, the rule \( \{\text{Pregnant}\} \rightarrow \{\text{Age} : 20 \div 40\} \) is just as informative as the rule \( \{\text{Pregnant}, \text{Female}\} \rightarrow \{\text{Age} : 20 \div 40\} \). Or, in the case of a medical study, adding an exposure may not change the odds of having the health outcome. Consider for example the rules \( \{\text{Smoker}, \text{Female}\} \rightarrow \{\text{Lung cancer}\} \) and \( \{\text{Smoker}\} \rightarrow \{\text{Lung cancer}\} \), resulting in the same odds ratio. Clearly, smoking is responsible for the health outcome. The fact that some subjects were females and smokers did not worsen their odds, even if women and men have different levels of risk. Therefore, the simpler rule should be preferred. Not controlling for redundant rules can cause the number of output rules to grow exponentially and make the results impossible to understand. Kotsiantis and Kanellopoulos offer a good overview of association rule mining techniques and open questions, including a paragraph on redundant association rules. The most popular methods include selection of \( k \) best rules, mining only maximal itemsets, and integration of external knowledge to facilitate the search. This latter became particularly popular in mining relationships in gene expression data.
3 Experimental setting.

3.1 Method. We used a basic A Priori association rule mining algorithm to extract rules from the data (described in details in the following section). We conducted our experiment using the Rstudio environment and the arules package [8, 9]. We used three different variations of the basic algorithm to evaluate the effect of pruning and of using different population definitions:

- **Traditional (Trad)**: the first method uses the traditional definition of non-exposed population, that is, any subject who has not been exposed to all the risk factors included in the LHS. No pruning criteria is used to filter redundant rules.

- **Traditional + Pruning (TradP)**: this method adds to the traditional definition of non-exposed population a pruning criteria of redundant rules based on overlapping of 95% CI.

- **Alternative + Pruning (AltP)**: the last method uses the same CI based pruning criteria, but the non-exposed population used to compute the OR is limited to subjects who have not been exposed to any of the risk factors included in the LHS.

All methods have low thresholds for minimum support (1%) and confidence (0.0%) to preserve a large number of rules and observe the differences in the results. The rules that satisfy the requirements of minimum support and confidence were checked for statistically significant OR confidence interval. Only rules with an interval that does not cross 1 were included in the output (for all three methods).

3.2 Data. First, we tested the three methods described in the previous section on six synthetic datasets including 20,000 subjects and 51 features (one indicating whether the subject is a case or a control, the other 50 describing the exposure history). A single rule was embedded in each of the six datasets. By knowing in advance what rule should be found in each dataset, it was possible to evaluate the performance of each algorithm. Embedded rules have different lengths (from 1 to 3 risk factors in combination) and different strengths (weak, \( P(Y|X) = 0.4 \) or strong, \( P(Y|X) = 0.8 \)). All the features not included in the embedded rule have no impact on the outcome and are potential sources of noise. A baseline probability \( P(Y|\neg X) = 0.1 \) was introduced to create a population of exposed controls, the absence of which would result in infinite OR. Table 1 offers a summary of the six datasets.

<table>
<thead>
<tr>
<th>ID</th>
<th>Rule length</th>
<th>Strength</th>
<th>Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>weak</td>
<td>3795</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>strong</td>
<td>6197</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>weak</td>
<td>2486</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>strong</td>
<td>3184</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>weak</td>
<td>2124</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>strong</td>
<td>2342</td>
</tr>
</tbody>
</table>

Table 1: Description of the six single-rule synthetic datasets used in the experiment. Each dataset was embedded with a rule of different length and strength. The last column reports how many of the 20,000 subjects included in each datasets are cases.

We also tested the three methods on a more complex synthetic dataset designed to have a controlled interaction between exposure and health outcome. The data represent a case-control study including 3220 cases and 16780 controls. The database includes six exposures designed to have a different impact on the chances of developing the health outcome. Features are named for ease of understanding. However, the data is not representative of a real clinical study. We gave subjects the following features across the database:

- **Age**: continuous, uniform distribution from 20 to 80 years.
- **Gender**: binary (male = 1), \( p(\text{male}) = 0.5 \).
- **Smoker**: continuous, from 0 to 30 cigarettes per day; \( p(0 = \text{non smoker}) = 0.6 \); remaining 40% is uniformly distributed.
- **Systolic blood pressure (SBP)**: continuous, normal \( (\mu = 130, \sigma = 25) \).
- **Diabetes**: binary (diabetes = 1), \( p(\text{diabetes}) = 0.2 \).
- **Daily exercise**: categorical (none = 0, light = 1, intense = 2), uniformly distributed. The features have been designed to have different impact on the chances of contracting the disease. Every subject starts from a baseline probability of 5%. Exposures can have a gradual impact or only act after a certain threshold. They can also be affected by other exposures. Here is the complete list:

- **Age**: the probability increases by 0.0025 by year of age, starting at 0 for age = 20 and ending at +0.15 for age = 80.
- **Gender**: no effect.
- **Smoker**: the impact of cigarettes has been designed as a step function. No impact up to 20 cigarettes per day, then the probability of developing the health outcome rises by 0.4 (+40%).
• High SBP and diabetes: these two features have no impact unless they happen together (diabetes = true and pressure ≥ 150). If this condition is verified, the probability of the event goes up by 0.2 (+20%).
• Exercise reduces the risk of cases by 0.2 if light and 0.4 if intense. However, exercise has no effect in case of high blood pressure.

The database described above includes 5 embedded meaningful rules: 3 caused by single exposures (Age, Smoker and Exercise), and 2 caused by interaction between exposures (high SBP with Diabetes, and high SBP with Exercise). A good rule miner should capture all these rules and avoid other less meaningful rules. Less meaningful rules can be divided into two categories: rules caused by simultaneous presence of two or more risk factors, and truly redundant rules. The first category includes those rules that do not represent true interaction between risk factors, but produce a different odds ratio because of their simultaneous presence. For example, we expect the rule \{Age, Smoker\} → \{Event\} to result in a higher odds ratio than its single parent rules. Although the rule is not representative of a real interaction between risk factors, it can still be of interest for the study; therefore, we do not penalize methods that output these associations. Truly redundant rules include risk factors whose removal would result in no changes in odds ratio. For example, we expect the rule \{Male, Smoker\} → \{Event\} to have approximatively the same OR of \{Smoker\} → \{Event\}, because gender has no impact. In this case, the longer rule has no added utility and should be avoided.

4 Results.
We recorded the number of rules reported by the different methods when they were used to mine the six one-rule datasets. Ideally, the output should be limited to the one embedded rule. However, this is highly unlikely because of the noise in the data and correlations introduced when embedding the rule. A good output should include the embedded rule and limit the number of other associations.

Every method was able to find the embedded rule in all of the six datasets. The total number of rules found was variable, as visible in Figure 2. Because of the low support and confidence thresholds used and the absence of a pruning criterion for redundant rules, the Traditional method reports a very high number of rules, sometimes over a thousand. This proves that pruning for redundancy can be very useful in lowering the number of output rules, when other selection criteria are missing or less strict.

Figure 2: Number of rules found by the different methods in the six one-rule datasets. Datasets are labeled on the x-axis using length of embedded rule and strength of association.

TradP and AltP report a very similar number of rules, although the first method appears slightly more effective at filtering rules and returns in average 3.83 rules less than AltP, per trial. No remarkable difference was found in the overall value of the reported odds ratios and p-values.

When tested on the more complex synthetic dataset, Trad output 23 associations, including the embedded five. 9 rules represented additive effects between risk factors. And 9 of the 23 reported rules were redundant, as they were composed by simpler rules and the risk factor \{Male\}, which we know by design has no effect. Again, the high number of redundant rules output shows that this method alone is not effective for the task.

TradP output 14 associations, including the 5 embedded in the synthetic set. 7 rules represented additive effects between risk factors. Two redundant rule were also included: \{Male, Smoker\} → \{Event\}, and \{Male, Diabetes\} → \{Event\}.

Alt3 reports a total of 14 rules: the 5 most significant plus 9 additive effects. No redundant rules are reported. A summary of the rules found by each algorithm is visible in Figure 3.

5 Conclusions.
We confirmed that mining with no pruning criteria produces a high number of redundant rules, thus proving the necessity of a process for their elimination. TradP and AltP were both effective in reducing the number of rules and the size of their output is almost identical. However, AltP appeared to be slightly more effective at eliminating redundant rules in a more complex scenario. TradP produced some undesired results, in
the form of the rules $\{\text{Male, Smoker}\} \rightarrow \{\text{Event}\}$, and $\{\text{Male, Diabetes}\} \rightarrow \{\text{Event}\}$. As suspected, comparing the combination $\{\text{Male, Smoker}\}$ against a mixed non-exposed population resulted in an OR different from the parent rules (it is more than $\{\text{Male}\}$, but less than $\{\text{Smoker}\}$), tricking the algorithm into thinking they were significantly different. If the comparison were made against the uniform non-exposed population, the OR would be similar to the rule with the single $\{\text{Smoker}\}$ risk factor and would be pruned. Similar circumstances occurred for $\{\text{Male, Diabetes}\} \rightarrow \{\text{Event}\}$.

AltP was the only one capable of avoiding all truly redundant rules when mining the more complex database, thanks to a more consistent comparison between populations of child rules with their parents. However, it reported a slightly higher number of rules in the tests done using the one-rule datasets.

TradP appeared to be more resistant against interaction and produced fewer rules caused by additive effects between exposures than AltP, possibly because comparing non-homogenous populations may require more significant differences to be present to produce the necessary change in the odds ratio.

This experiment shows that different definitions of non-exposed groups can be used when using ARM for risk estimate. The differences in using one or the other definition may seem unimportant in these simple mining scenarios, however they represents on a small scale the risk of using the wrong method when mining association rule in large medical databases. In the future, the three methods should be tested on real datasets to better understand their performance when mining perturbed data. We currently do not know what is causing the differences in performance over the proposed datasets. We believe that exploring this question would be beneficial for the development of medical data mining for risk evaluation and of interest for the participants of the workshop.
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