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The quiz is “open books and notes” and you have 75 minutes to complete the quiz; it will count approx. 13-14% towards the overall course grade.

1) Parameter Control and Tuning [10]

a) What is the difference between parameter tuning and parameter control? [2]

Parameter tuning – before run

Parameter control – during the run

b) Most penalty functions approaches, when solving optimization problems with constraints, increase the weight associated with the penalty for constraint violations during the run. Why? [3] 

We want a solution where all the constraints are satisfied. So, we start with all possible solutions, and then move to considering only legal solutions. This is accomplished by penalizing illegal solutions more and more….

c) What is the idea and advantages of self-adaptive parameter control? Limit your answer to at most 4-5 sentences! [5] 

When self-adaptive parameter control is used, the parameters co-evolve with the solution. Parameters are included in the chromosomal representation. The self-adapting evolutionary system is able to follow the optimum and is able to adjust the mutation step size regionally and locally, allowing to use different mutation rates in different parts of the search space.

2) Multi-Modal Problems [10]

a) What is genetic drift? What problem does it create when solving multi-modal problems? [3]

Genetic drift is the  evolutionary process of change in the allele frequencies (or  gene frequencies) of a population from one generation to the next due to the probability in which purely chance events determine which alleles within a  reproductive population will be

carried forward while others disappear. 

For multimodal problems, we end up with almost all solutions on a single hill, and several local maxima are a rarely found in a single run.

http://evolution.berkeley.edu/evosite/evo101/IIID1Samplingerror.shtml 
b) What is the idea of the Island Model evolutionary computing approach? How does this approach “fight” genetic drift? [5]

Island model of evolutionary computing allows different populations to evolve without coming in contact with each other. We may have occasional migration between populations. 

Since breeding is restricted to members of separate populations, we have a better chance that they end up on different hills.

c) Fitness function sharing is an approach to maintain the diversity in the population. How is this accomplished? [2]

This is accomplished by modifying the fitness function. 

Fitness = Fitness/sharing volume

This way, the fitness is lower if for solutions that are very similar to other solutions, and fitness increases for solutions that are dissimilar to the solutions in the current population.
3) LCS [14]

a) What are the goals and objectives of learning of developing classifier systems? Limit your answer to 2-3 sentences. [2]

LCS’ goal is to learn sets of collaborative rules, to enhance the rule set through the application of genetic operators coming close as possible to the “optimal” rule set and provide the capability to adapt to changes in the environment. In order to properly adapt rules, mechanisms have to be provided to measure the utility of rules In a rule-based systems.
b) In XCS only rules in the action set [A] produce offspring, whereas in other classifier systems all rules participate in the breeding of the next generation. What advantages do you see in using XCS’s approach? [4] 

XCS tries to find the best combination of building blocks for a particular action. Crossover between rules containing different actions is less promising, because different actions are useful in different situations. Moreover, the approach makes sure that only active rules reproduce, increasing the selective pressure for rules which are inactive—similar to taxation in the Holland system.
c) XCS uses rule activation set sizes when determining which rules to delete—why? [3]

Activation set size refers to the number of rules we have in the rule set to process a particular input. The step size is used to determine which rules to delete because XCS tries to avoid to use too many rules to handle the same situation, to free up space for other rules to cope with different situations. 
d) Holland-style and ZCS-style encountered several problems when they were applied in practical application, some of which XCS intends to overcome. Describe two of such problems! [5]

.

4) Questions [18]

a) Assume an ES-style system employs (20,30) selection, how does this work? How long do members in the population live, when this scheme is employed? [3]

20 individuals produce 30 offspring, and the 20 best survive. Members in the populations survive only live 1 generation.

b) What is the motivation of hybridizing EC approaches with other techniques? Limit your answer to at most 4 sentences! [4]

1) Evolutionary computing approaches may be a part of a larger system.

2) It may be incorporated in the larger system and augment its performance.

3) Particular techniques that are particular successful might be used as parts in an evolutionary computing system.  
Perhaps there are more things to say about that?!?
c) Why are steady state approaches quite popular in classifier systems, whereas approaches that create a new population from the scratch are quite popular when solving optimization problems? [4]

Finding and using the same solution repeatedly to create new solutions is wasteful when solving optimization problems, but for classifier systems, rules act in the real world and novelty of rules is of much less importance. Thus, it is not good to delete rules that have been successful in the past.

d) What is the difference between steepest and greedy ascent? [2]

Steepest ascent – samples all solutions in a neighborhood and takes the best ascent.

Greedy search – stops as soon as a better solution is found, and moves towards this solution
e) Randomized hill climbing approaches usually have problems climbing ridges; explain! [2]

It is difficult to maintain optimal direction on a ridge and thus randomized hill climbing approaches tend to fall off the ridge.

f) Assume you use a randomized hill climbing approach to solve an optimization problem and you observe that that randomized hill climbing frequently gets stuck in plateaus before reaching good solutions. What could be done to alleviate the problem? [3] 

We could increase the neighborhood size. 



