GHC Task Group H
Prepare a Tensorflow Playground Demo
To be presented on Tuesday, October 28
Each of you initially plays around with the tool http://playground.tensorflow.org/ centering on classification sets in the tool; however, 
· Expose the datasets to noise up to 40% and analyze what the impact the noise has on obtained training and test loss and observe if overfitting occurs. 
· Explore the impact the learning rate has on the learning process in general and the final result
· Investigate the impact of different activation functions on the final result 
Next, prepare a 8-12 minute Tool demo of the most interesting runs you observed. Finally, prepare a summary slide (or 2, if you need more space) of what you observed when exploring the tool and discuss the slide in 2-4 minutes after your demo.  


GHC Task Group I  
Neural Network Weight Learning
To be presented Tu., Oct. 28
a) Assume the following subset of a neural network is given:

                 wA,B=0.20.82.0.
0.52.0.

                                                 B=0.5                                       

     A                            B

Assume that B is an intermediate node of a neural network, the forward propagation activation values of nodes aA and aB are 0.5 and 0.8 and the current value of WA,B is 0.2; the associated error B of node B that was computed by the back propagation algorithm is 0.4, the learning rate   is assumed to be 0.5. First give the general weight update formula and then compute the new value of weight wA,B! 

b) The step size in neural network learning depends—among other factors—on the gradient of the error function[footnoteRef:1]; explain why this is important!   [1:   Also called loss or cost function in some textbooks. ] 


c) Take a look at the sub neural network consisting  of nodes A, B, C, and D in the figure below; give a formula that computes the  associated error A for a node A. Assume the used activation function is g and its derivative is denoted by g’, and the activation of a node X is denoted by aX and the linear input of a node X is denoted by zX. First provide a general formula; then, replace general variables in the formula by their actual known values. 
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