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Abstract. Children afflicted with developmental disabilities, namely
autism, suffer from a natural aversion to dyadic (i.e., eye-to-eye) contact.
Research has shown this aversion to be an early indicator of slower devel-
opment of linguistic skills, a narrow vocabulary, as well as social issues
later in life. In addition, this aversion may also result in the loss of already
acquired abilities such as language and life skills. Consequently, manual
prompt techniques have been adopted to address this issue. However,
they are plagued with some inherent flaws: (i) the teacher must make
unnatural movements when using a manual prompt such as gesturing
towards the face; (ii) The child’s attention will follow this prompt as it
is removed from the face defeating the purpose as it detracts the child’s
attention from the teacher’s eyes. To tackle these issues we have devel-
oped a system that can utilize effective prompt methodologies aimed
at conditioning these children to establish and maintain dyadic contact.
Our system not only reduces, but eliminates shortcomings present in the
current manual method. This is accomplished through the use of a stereo
camera and virtual reality headset to augment the child’s vision when eye
contact is not being established. The prompt is displayed in the child’s
vision over the eyes of the teacher to attract their attention. Once dyadic
contact has been ascertained, the prompt is gradually fading leaving the
child only to focus on the eyes of the teacher as is needed.
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1 Introduction

One of the earliest and most notable indicators of Autism Spectrum Disorder
is a deficit in eye contact [1][2]. In early development, dyadic (i.e., eye-to-eye)
contact directly relates to social interactions [5][6]. Research has suggested that
eye contact serves an important social function for young children before vocal
responses have begun to develop [3][4]. Dyadic contact has even been found to
influence language acquisition skills [7].

Previous studies suggest that diversity of prelinguistic pragmatic skills (e.g.,
eye contact and joint attention) act as a predictive element of subsequent vocab-
ulary acquisition rates [8] which place these children at high risk of said effects.
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In addition, it has even been suggested that poor eye contact can negatively
affect previous educational gains of children with autism. This is due to the di-
rect relationship between dyadic contact and the ability to perceive and carry
out teacher and instructional requests [9][10]. Since autism highly effects dyadic
contact rates, it must be treated aggressively to limit the negative impact that
it may have on other aspects of the child’s life.

Current methods of teaching eye contact suggest using prompts. There are
two types of prompts: A gesture prompt such as signaling towards the eye or
putting a piece of a food that is of interest to the child [11]; and physical prompts
such as guiding the child’s head so that it is oriented towards the teacher. While
effective in establishing dyadic contact there are some notable limitations in these
approaches. One such limitation is that they are difficult to fade out or eliminate
while continuing to hold the eye contact of the child. In addition, they are quite
intrusive in that they interfere with natural social interactions. The problem in
using a prompt without a way to fade out or unintrusively eliminate it, is that
children with autism tend to exhibit stimulus overselectivity and inasmuch focus
on the prompt itself rather than the teachers eyes [12][13]. In effect, once the
prompt is physically removed there is a high probability that they follow the
prompt and not focus on the eyes. Research suggests that when prompts are
directly embedded in natural stimuli children perform better [14][15]. Hence, it
is critical to increase their attention to aspects of the environment that normally
command the response of the child if not affected by autism.

The system that we propose includes a novel solution which could overcome
the intrusiveness of the prompt. The solution is an augmented reality system
making use of a virtual reality headset with a stereo video feed. The child will
wear the VR headset and see the natural world in the controlled treatment areas
as to which they are accustomed to. The child and the teacher will interact with
each other. When the child does not make eye contact and a prompt is needed,
the teacher does not need to make unnatural actions such as a gesture towards
the face or make use of food. The teacher need only press a key and the prompt
will appear to grab the attention of the child facilitating eye contact. Then,
the prompt will gradually fade away without the possibility that the child’s
attention will follow the prompt as if it were to be removed manually. In essence,
the eye contact will remain after the prompt is no longer visible. This approach
essentially holds the advantages of a prompt driven system in terms of facilitating
eye contact but removes its disadvantages of being intrusive and the attention
shift problem that the child will follow the prompt wherever it is moved.

2 Related Work

Virtual Reality technology applications have recently proliferated in autism ther-
apy. The Cai research team implemented a Virtual Dolphinarium which allows
Autistic children to interact with the virtual dolphins and to learn communica-
tion through hand gestures [18]. Developed by the University of North Carolina,
the game ”Astrojumper” allows autistic children to use their own physical move-
ments to avoid virtual space-themed objects flying towards them. This game as-
sists autistic children in developing dexterity and motor skills [16]. Researchers
have also invented a VR social cognition mechanism aimed at training young
adults with high-functioning autism. This was a substantial work in that it sig-
nificantly increases social cognitive measures in theory, emotion recognition, as
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well as real life social and occupational functioning were found post-training [19].
While all of these aforementioned works contribute substantially to the treat-
ment of autism in children, adolescents, and adults, none address the lack of eye
contact in autistic children. Researchers from Vanderbilt University attempted
to condition eye contact in Autistic children by creating a virtual storyteller to
guide their focus on the communicator [17]. However, unlike our system, theirs
did not adopt a fading prompt approach which suggests that there is still sub-
stantial gains to be made in autistic children’s conditioning of eye contact in
which we have seized the opportunity to address [20][21][22][23].

3 System Design

In this section, we present the hardware and software components of our system,
as explained in Fig.1.

VR Headset Stereo Camera

Computation 
Unit

Prompt

Fig. 1. System Overview: The stereo camera is connected to the computation unit
through a USB 2.0 interface. This data, once processing and prompt placement (an
apple in this case) has been applied, is then transferred to the VR Headset via an HDMI
interface. Concurrently, required data, yet irrelevant in this context for VR Headset
use is transferred back to the computation unit via another USB 2.0 interface. Note
the VR Headset is connected bidirectionally with the computation unit.

3.1 Hardware

The proposed real-time system is only constrained by computational power.
Inasmuch, it has been decided the best device to use would be a desktop system
in that it will create a much more fluid experience for the user. The only required
constraint inherent in this project is that the VR headset must not discomfort
the user as to create a more immersive and beneficial experience where user
acclimation time is minimized. The hardware system is comprised of three major
entities: the computer, VR display headset, and stereo camera. Because both the
stereo camera and the computer are standard they will not be addressed in much
detail within this paper.

The VR headset utilized is an Oculus Rift. It is minimized in terms of weight
and also contains foam in parts that come in contact with the users face. The
headset technology, as seen in Fig. 2, is comprised of an LCD (liquid crystal
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display) unit that is placed behind a lens (lens explained in depth in next para-
graph) in front of the users eyes. This LCD measures seven inches diagonally,
1280x800 pixel resolution (640x800 pixel resolution for each eye since the display
is split between both eyes), and 32 bit color depth [30]. The reason for hard-
ware choices are as follows: The screen must be large enough to accommodate
for minor visual overlap between the images viewed in each eye as well as the
peripheral vision of each separate eye. The cone of vision for humans is not the
same for the right and left eyes, inasmuch we must compensate for this in the
hardware. The FOV (field of view) related to the right eye extends further to
the right than the left eye and vice versa for the left. In essence, images for the
right and left eye must be different but overlap slightly for the brain to correctly
stitch and render the images in 3D [31]. Even more importantly without signif-
icant user eyestrain. This amount of overlap between the right and left visual
input is controlled by the respective subjects interpupillary distance (see Fig.
2). The users interpupillary distance and the amount of overlap are inversely
proportional, so a larger interpupillary distance would create a smaller overlap
and vice versa. When the images are not correctly overlapped, besides causing
eye strain and discomfort for the user it will also detract from the benefits the
user can achieve from using this device making efficacy quite less, so this is a
significant issue that must be addressed correctly [28][29].

Fig. 2. Inside, top-down view of the VR Headset. As you can see distance between
pupils is the interpupulary distance. Inside the device is both the LCD and Lenses.
While attached on the outside of the device is the stereo camera. Please also note the
FOV is the total cone of vision that the user can see which is expressed in degrees.

Now that this has been accomplished, a distortion by both lenses in front of
the eyes as well as the video feed is imbued with a distortion to create a sense
of depth perception for the user. The lenses in front of the users eyes create a
pincushion distortion as seen in Fig. 3 (a), while the video feed placed in front
of the user on the LCD has a barrel distortion applied as seen in Fig. 3 (b).
When these two distortions are used in conjunction with each other they will
effectively cancel each other out in the perception of the user. However what the
user does not notice is that the pincushion distortion creates a wider FOV so
that for example when the user looks 40◦ the light is bent such that they see
30◦ to the left of the LCD panel. This is how the VR headset creates a more
realistic experience.
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(a) (b)

Fig. 3. (a): Pincushion distortion example; (b) Barrel distortion example

OpenGL [24] and OpenCV [25] are both used in this software (greater
scrutiny will be provided within the software section following). To offload some
computations and speed up the process overall, it has been determined that the
barrel distortion will be done in OpenGL in Preprocessing. This will migrate
these actions from the CPU on to the GPU and create a more fluid experience
within present real-time constraints. This also allows for a less powerful system
to be used in settings that may otherwise be inhibited by this variable.

3.2 Software

Image Capture

Settings

Classifier 
Training 

Face 
Detection

ONLINE OFFLINE

Prompt Overlay

Teacher’s 
Command

Image Distortion

VR Headset

Eye 
Detection

Eye 
Matching

Fig. 4. The software consists of two parts: online and offline. The online phase includes
two threads, the command thread (acting as a user interface) and the image processing
thread. The green and orange arrows represent processing of both left and right images
from the stereo camera. The processed images are later fed into the VR headset.

As seen in Fig. 4, the software consists of two main components: (1) a classifier
training and configuration settings in the offline phase, and (2) image processing
including prompt overlay in the online phase. The two parts are explained as
follows:

Offline The system adopts an object detection algorithm using Haar feature-
based cascade classifiers [26]. In order to increase eye detection accuracy, the
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system detects the face from the image prior to detection of the eyes, which
limits the search to the area detected as the face. The teacher can use default
classifiers for both face and eye detection which are supplied by OpenCV, instead
of training a new classifier.

The teacher may customize two settings which are the prompt image and its
respective opacity. This allows the teacher to select one image out of the provided
image bank that most attracts the interest and eye contact of the autistic child to
be overlain on the video feed. The provided images include an apple, orange, and
flower. The teacher may find that none of these images are to the liking of the
child. This case would render the system ineffective. To cope with this exception,
the teacher may also upload an image not provided to be used as a prompt. The
other adjustable setting is opacity, which translates to the transparency level of
the overlain prompt. Opacity is expressed as a percentage in this context: 0%
being completely transparent (invisible) while 100% is completely visible. The
prompt gradually disappears at a constant rate. Every 100ms, the opacity level
will decrease by X%, X being an integer value as defined by the teacher. While
the system is running, the teacher may decide when the overlain prompt should
be faded by clicking the fade button. This triggers the prompt to fade away at
the predefined rate. To clarify, the teacher may also choose default settings for
the two aforementioned variables. The default prompt is set to be a red apple
and the default fading rate is two. This means the prompt will fade at a rate of
2% per 100ms rendering the prompt completely transparent in five seconds.

Online During the online phase, the system is streamlined by utilizing two
threads running in parallel (the command and image processing threads). The
command thread waits for the teacher’s prompt display command. If the teacher
would like to start fading the prompt or overlay a 100% opaque prompt again,
she/he may click the fade or reset buttons respectively. A button click will trig-
ger the command thread to send the teacher’s request to the image processing
thread where the commands are executed. The two 2D cameras send images
continuously to the image processing thread. In order to form a proper 3D im-
age, the eye areas of each image must be synced as accurately as possible. The
system does not conduct autonomous eye detection inept of the other image fed
at the same time (right and left images). It locates the eye area from one image
and uses that data as template [27] to search the eye area of the other. Due to
the small offset between the two images, when they are presented in front of a
person, the brain renders the pictures and stitches them together accordingly in
order to be perceived as a 3D image. The two prompts overlain on each image
will then be merged into one prompt when the image is perceived by the user.
In order to ensure highly accurate eye detection, the system detects the face
first and then later detects eyes based upon the previously detected face area.
Both face and eye detections need cascaded classifiers obtained from the offline
phase. If no eyes are detected, the system continues detection for the following
images. According to the teacher’s requests, the system adjusts the opacity of
the prompt, which could be from 0% to 100%, and then overlays the prompt on
the two images next to the eyes. Before the two images are sent to the AR head-
set, a distortion is required to compensate for the VR headset. To accomplish
this, OpenGL shaders are utilized. Because of constraints of the application as
well as OpenGL itself, a vertex, geometric, and fragment shader are all required.
All three of these shaders are loaded, compiled, and linked in one OpenGL pro-
gram object. In this rendering process the program object is used on each image
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creating the distorted before being sent to the VR headset. The user will then
physically see the image presented as two undistorted images, one in the right
eye and one in the left eye. The user’s brain then stitches these two 2D pictures
together in order to perceive a 3D image.

4 Study

4.1 Setup

We made four black-background videos, each of which contains three objects:
(1) A target which is a stationary non-filled, red-bordered triangle in the upper
middle section, (2) A reference which is a stationary video window on the bottom
left displaying an instruction on mechanical assembly, and (3) A prompt which
is a moving window displaying a movie trailer. The target and reference stay
visible through each video. In the first video, which lasts 10 seconds, the prompt
appears in bottom right at six seconds and slowly moves towards the target.
Once on the target it is stationary. In the rest of three movies, which all last 25
seconds, the prompt appears from bottom right corner, slowly moves towards
the target, and at 21 seconds it disappears. The prompts in the three videos
disappears in three different ways: (1) It stays on the target and fades out over
time, (2) As is current conventions when used in eye contact training for autistic
children, the prompt moves away from the target and out of the video at upper
left corner, and (3) It stays on the target and explodes. After the prompt is no
longer in the video, the reference and the target remain for five more seconds.

We designed a user study to answer two fundamental questions: (1) Whether
the virtual moving prompt draws participant’s attention when he/she focuses
on the reference and not the target, and (2) Which of the three prompts holds
the participant’s eye contact the longest.

We invited four participants (college students) and used Opengazer[32] to
record participants’ gaze positions in the video. In order to ensure the tests
were unaffected by extrinsic factors the participants were instructed to rate the
movie trailers and were not informed of why calibrations were needed prior to
the four videos as well as the fact that their eyes were tracked in the process of
the experiment.

4.2 Results

We used the first video to test whether the virtual prompt is able to divert the
participants’ attention from the reference. Respectively four participants started
focusing on the prompt 2.2, 0.8, 1.3, 1.5 seconds after the prompt appeared in
the video. Heatmaps show the cumulative intensity with which a participant
viewed different parts of the video. As seen in Fig. 5, participants’ focus was led
to the target by the prompt.

We used the other three videos to evaluate how long the prompt can hold
participants’ eye contact point (gaze) at the target after the prompt begins to
disappear. Mean distance between the gaze and target center represents how
close a participant’s gaze is to the target. In the Fig. 6(a), three participants
have smaller mean distance with fading prompts than others. The mean distance
is on average 25.5% and 27.3% smaller than when using flying and exploding
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prompts. Fig. 6(b) demonstrates how many focal points fall within target. Fading
prompts caught 16 and 3 times larger ratio over flying and exploding prompts.
Fig. 6(c) shows fading prompt is able to keep participants’ attention 19 and
20 times longer than the other two. Fig. 7 depicts, after the prompt begins to
disappear, the participants’ gaze concentrated on the target more with fading
prompt, and the participants followed flying prompt as it was removed from
target. In summary, fading prompt performed best among three prompts.

(a) Participant 1 (b) Participant 2 (c) Participant 3 (d) Participant 4

Fig. 5. Heatmaps of four participants watching the first video. The rectangle and
triangle represent the positions of the reference and the target respectively.
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Fig. 6. The three figures demonstrate the effectiveness of three prompts after the
disappear beings. They depict Mean distance between gaze and the target center, Ratio
of gaze within target, and duration of participants’ focus on the target in respect.
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(b) Participant 4

Fig. 7. Heatmaps of participant 1 and 4 using three different prompts. For each prompt,
there are three heatmaps, one before the prompt disappears, one after, and one covering
the entire trial.

5 Conclusion and Future Work

We have proposed a novel system, which adopts VR technology to train chil-
dren with autism to establish eye contact via a fading prompt approach. We
conducted a study to demonstrate that a virtual prompt is able to draw user’s
attention to the target and the fading prompt is more effective than the tradi-
tional flying prompt and exploding prompt. Future plans include expanding the
current system so that it is tolerant to scenarios in which multiple people are
present in the child’s view. Inasmuch, the system will be able to identify the
individual the child is interacting with and display a prompt as is necessary.
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