PROBABILITY NOTES-PR4

JOINT, MARGINAL, AND CONDITIONAL DISTRIBUTIONS

Joint distribution of random variables X and Y: A joint distribution of two random
variables has a probability function or probability density function f(z, y) that is afunction of
two variables (sometimes denoted fx vy (x,y)).

If X andY arediscrete random variables, then f(x, y) must satisfy

(i) 0< f(z,y) <1 and (ii) > > f(z,y)=1.
Ty

If X and Y are continuous random variables, then f(z, y) must satisfy

() f(z,y) >0 and (i) [T [7 f(z,y)dyde =1.

It is possible to have ajoint distribution in which one variable is discrete and one is continuous,
or either has amixed distribution. The joint distribution of two random variables can be
extended to ajoint distribution of any number of random variables.

If A isasubset of two-dimensional space, then P[(X,Y) € A] isthe double summation
(discrete case) or double integral (continuous case) of f(x,y) over theregion A.

Cumulative distribution function of ajoint distribution: If random variables X and Y havea
joint distribution, then the cumulative distribution function is

F(z,y) = P[(X <z)N (Y <y)].

In the continuous case, F(z,y) f fy (s,t)dtds,

andinthediscretecase, F(z,y) = Z Z f(s,t).
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: 5?2
In the continuous case, 90y F(x,y) = f(x,y) .

Expectation of afunction of jointly distributed random variables: If h(x,y) isafunction of
two variables, and X and Y arejointly distributed random variables, then
the expected value of h(X,Y") isdefined to be
Eh(X,Y)] =>> h(x,y) - f(z,y) inthediscrete case, and
Ty

EhX,Y)] = [Z = h(z,y)- f(z,y)dydz inthe continuous case.



Marginal distribution of X found from ajoint distribution of X and Y":
If X andY haveajoint distribution with joint density or probability function f(z, y), then the
marginal distribution of X has a probability function or density function denoted fx (), which
isequa to fx(z) =>_ f(x,y) inthediscretecase, andisequa to fx(x) = ffooof(a:,y) dy

Y

in the continuous case. The density function for the marginal distribution of Y isfoundin a
similar way ; fy(y) isequa toeither fy(y) = > f(z,y) or fr(y) = [7 f(z,y)dx.

If the cumulative distribution function of the joint distribution of X and Y is F'(z, y), then
Fx(z) = limF(x,y) and Fy(y) = limF(x,y) .
Yy—0oo T—00

This can be extended to define the marginal distribution of any one (or subcollection) variable in
amultivariate distribution.

Independence of random variables X andY: Random variables X and Y with cumulative
distribution functions Fx (x) and Fy (y) are said to be independent (or stochastically
independent) if the cumulative distribution function of the joint distribution F'(z, y) can be
factored intheform F(z,y) = Fx(x) - Fy(y) foral (z,y). This

definition can be extended to a multivariate distribution of more than 2 variables.

If X and Y areindependent, then f(z,y) = fx(x) - fy(y) , (but the reverse implication
isnot alwaystrue, i.e. if the joint distribution probability or density function can be factored in
theform f(x,y) = fx(x) - fy(y) then X and Y are usually, but not always, independent).

Conditional distribution of Y given X = z: Suppose that the random variables X and Y have
joint density/probability function f(z, y), and the density/probability function of the marginal
distribution of X is fx(x). The density/probability function of the conditional distribution of Y
given X =z is fyx(y|X =z) = J}%@y)) Jif fx(z) £0.

The conditional expectation of Y given X =z is E[Y|X = 2] = [~ y- fy|x(y|X = z)dy in
the continuous case, and E[Y|X = x| = Y vy - fyx(y|X = z) inthediscrete case.

The conditional density/probability isaso writtenas fyx(y|z) ,or f(ylx) .
If X and Y are independent random variables, then fyx(y|X = =) = fy(y) and

fX\Y($|Y =y) = fx(z).

Covariance between random variables X and Y": If random variables X and Y arejointly
distributed with joint density/probability function f(z, y), then the covariance between X and Y/
is CovX,Y] = E[(X - E[X])(Y — E[Y])] = B[(X — ux)(Y — py)] .

Notethat Cov[X, X] = Var[X].



Coefficient of correlation between random variables X and Y:

The coefficient of correlation between random variables X and Y is

Cov[X,Y
p(X,Y) =pxy = %

Y respectively.

, where oy and oy arethe standard deviations of X and

Moment generating function of ajoint distribution: Given jointly distributed random
variables X and Y, the moment generating function of the joint distribution is

My y(t1,t3) = E[e"XT2Y] | This definition can be extended to the joint distribution of
any number of random variables.

Multinomial distribution with parametersn, p, o, - . ., P (Wheren isapositive
integerand 0 < p; <1foral:=1,2,...,k and py + po + ---pr = 1):
Suppose that an experiment has k& possible outcomes, with probabilities p;, po, ..., pi
respectively. If the experiment is performed n successive times (independently), let X; denote
the number of experiments that resulted in outcome 4, so that
X1+ Xo+ -+ X =n. Themultivariate probability function is

n! 2 7 2
f(n, @y m) = oy PP
EX;) =np;, Var[X;] =np;(1 —p;), Cov[X;X;| = —npip; .
For example, the toss of afair die resultsin one of £ = 6 outcomes, with probabilities
pi=¢ for i=1,2,3,4,5,6. If thedieistossed n times, then with
X; = #of tosses resulting in face "i" turning up, the multivariate distribution of X, X», ..., Xg is
amultinomial distribution.

Some results and formulasreated to this section are:

(i) E[Mm(X,Y)+ ho(X,Y)] = E[h(X,Y)] + E[ho(X,Y)], and in particular,
E[X+Y]=E[X]+ E[Y] and E[>_X;] = > F[X]]

(i) lim Fz,y) = Iim F(z,y) =0

y——00

(i) Pl(z; < X <x)N (1 <Y < )]
= F($‘27y2) — F(J}Q,yl) - F(.Tl,yQ) + F(xlayl)

(iv) PI(X <z)n (Y <y)] = Fx(z) + Fy(y) - F(z,y) <1



(v) If X and Y are independent, then for any functions g and h,
Elg(X)-h(Y)] = E[g(X)]- E[h(Y)],and in particular, E[X - Y] = E[X]- E[Y].

(vi) The density/probability function of jointly distributed variables X and Y can be
writtenintheform  f(z,y) = fyx(y|X =) - fx(z) = fxy (@Y =y) - fr(y)

(vii) Cov[X,Y]|=FE[X Y] —ux -py = E[XY] - E[X]- E[Y].
Cov[X,Y] = Cov]Y,X]. If X andY areindependent, then E[X - Y] = E[X]- E[Y]
and Cov[X,Y]=0. Forconstants a, b, ¢, d, e, f and random variables X, Y, Z
and W, Cov[aX +bY +c, dZ +eW + f]

= adCov[X, Z] + aeCov[ X, W] + bdCov]Y, Z] + beCov[Y, W]

(viii) For any jointly distributed random variables X andY, —1 < pxy <1

(ixX) Varl X+ Y] =E[(X+Y)?] — (E[X +Y])?
= E[X? +2XY +Y? — (E[X] + E[Y])?
= E[X?] + E[2XY] + E[Y?] — (F[X])? — 2E[X]E[Y] — (E[Y])?
=Var[X]+ Var[Y]+2 -Cov[X,Y]

If X and Y areindependent, then Var[X 4+ Y] = Var[X] + Var[Y].

Forany X,Y, Var[aX +bY + c] = a*Var[X] + b*Var[Y] + 2ab - Cov[X,Y]

(X) Mxy(tl,()) = E[etlx] = Mx(tl) and MX’Y(O,t2) = E[eth] = My(tg)

o) aatl My (t, ) = BlX], % My (t1, t2) = E[Y]
t1=t,=0 2 P
orts B . )
oo Mxy(tnt)| =BTV

(xii) If M(ty,t2) = M (t1,0) - M(0,ty) fort, andty inaregion about (0, 0),
then X and Y are independent.

(xiii) If Y =aX +b then My (t) = e’ Mx(at) .

(xiv) If X and Y arejointly distributed, then for any y, E[X|Y = y] depends on y, say
E[X|Y =y] = h(y) . Itcanthen beshownthat E[h(Y)] = E[X]; thisismore
usualy writtenintheform E[ E[X|Y]] = E[X].

It can also beshownthat Var[X] = E[Var[X|Y]]+ Var[ E[X|Y]].



(xv) A random variable X can be defined as a combination of two (or more) random

variables X; and X5, defined in terms of whether or not a particular event A occurs.
{X1 if event A occurs (probability p)

X, if event A does not occur (probability 1—p)
1 if A occurs (prob. p)

Then, Y can be the indicator random variable I, = { _
0 if A doesn't occur (prob. 1—p)

Probabilities and expectations involving X can be found by "conditioning” over Y:
P[X < ¢] = P[X < c|Aoccurg| - P[A occurs|] + P[X < ¢|A’ occurs| - P[A” occurs]
=P[X; <c]-p+P[Xy<c]-(1—-p),

E[X* = E[X}]-p+ E[X5]- (1= p), Mx(t) = Mx,(t) - p+ Mx,(t) - (1 = p)
Thisisreally anillustration of a mixture of the distributions of X; and X5, with «; = p
and ap =1—p.

As an example, suppose there are two urns containing balls - Urn | contains 5 red and 5
blue ballsand Urn 1l contains 8 red and 2 blue balls. A dieistossed, and if the number
turning up is even then 2 balls are picked from Urn |, and if the number turning up is

odd then 3 balls are picked from Urn Il. X isthe number of red balls chosen. Event A
would be A = dietossiseven. Random variable X; would be the number of red

balls chosen from Urn | and X5 would be the number of red balls chosen from Urn 11, and
since each urn isequally likely to be chosen, oy = ay = % .
(xvi) If X and Y have ajoint distribution which is uniform on the two dimensional
region R (usually R will beatriangle, rectangle or circlein the (x, y) plane), then the
conditional distribution of Y given X = x has auniform distribution on the line
segment (or segments) defined by the intersection of the region R withtheline X = z.
The marginal distribution of Y might or might not be uniform.

Example 116: If f(z,y) = K (2% + y?) isthe density function for the joint distribution of the
continuous random variables X and Y defined over the unit square bounded by the points (0, 0),
(1,0), (1,1) and (0,1), find K.
Solution: The (double) integral of the density function over the region of density must be 1, so
that 1:f01f01K($2+y2)dydm:Ko%—»K:%. O
Example 117: The cumulative distribution function for the joint distribution of the continuous
random variables X and Y is F(z,y) = (.2)(3z3y + 22%y?), for 0 <z <land 0<y <1.
Find f(3,3) -

_— 9?
Solution: f(x,y) = 5o, Flw,y) = (:2)(92° +8ay) - f(5,3) = i 0
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Example 118: X and Y are discrete random variables which are jointly distributed
with the following probability function f(x, y):

X
-1 0 1
1 1 1
18 9 6
Y 0 s 0 3
1 1 1
-1 5 5 3

Find E[X -Y].
Solution: E[XY] = X" ey - f(z,y) = (— DA)(&) + (= DO)E) + (~ D(~ 1)()

Example 119: Continuous random variables X and Y have ajoint distribution with density

function f(z,y) = W

intheregion boundedby y =0, x =0

and y = 2 — 2z. Find the density function for the marginal distribution of X for 0 < = < 1.
Solution: Theregion of joint density isillustrated

in the graph at theright. Note that X must be in the

interval (0,1) and Y must bein theinterval (0, 2).

Since fx(z) = [ f(z,y) dy , wenote that

given avaueof x in (0, 1), the possible values of y

(with non-zero density for f(z,y)) must satisfy

0<y<2—2x sothat

fx(@) = [, " fle,y)dy

—22 3(2—2x—
= [ gy 31— 2)? . O

Example 120: Supposethat X and Y are independent continuous random variables with the
following density functions- fx(z) =1for 0 <x <1 and

frly)=2yfor 0<y< 1. Find P[Y < X].

Solution: Since X and Y are independent, the

density function of the joint distribution of X and

Yis f(z,y) = fx(z) - fv(y) =2y ,andis

defined on the unit square. The graph at the

right illustrates the region for the probability

inquestion. P[Y < X] = [ [2ydyde = .0
6



Example 121: Continuous random variables X and Y have ajoint distribution with density
function f(z,y) =2’ + F for 0<az <l and 0<y<2.
Find P[X > 1|V > 1].
Pl(X>3Hn(Y>3))]
PlY>1]
PIX > 5) 0 (Y > )l = [ipfial® + Fldydo = G
Py > %] = f12/2fY ) dy = f1/2[fo z,y) dz] dy = fl/zfo ? + Fdzdy = __’

1 43/64 43
PIX >5[V > ]_13%6 52 -

Solution: P[X > %|Y > %] =

Example 122: Continuous random variables X and Y have ajoint distribution with density
function f(z,y) = §(sin fy)e ™ for 0 <z <oo and 0 <y < 1.

Find P[X > 1]Y = %] .

P(X>1D)N(Y=3)]

Solution: P[X > 1Y = %] =

fr(3)
P> 1N = %)] - floof(x’ %)dw = f1oog<8m %) “rdx = WTﬁ el
fY(%) = ooof(x,%)dxzfooog(sin%)e Tl — WTﬁ
- P[X>1|Y:%]:e—1 0

Example 123: X isa continuous random variable with density function fx(x) =z + % for
0 <z <1. Xisasojointly distributed with the continuous random variable Y, and the
conditional density functionof Y given X =z is

fy|X(y|X:x):Lig for 0<z<landO<y<1.Find fy(y) for 0 <y < 1.
2

Solution: /() = f(yl) - fx(w) = T - (w4 3) =4y,

Then, fy(y fo a:yalx—y—l—2 O

Example 124: Find Cov[X,Y] for thejointly distributed discrete random variablesin
Example 118 above.

Solution: Cov[X Y] = E[XY]| - E[X]- E[Y]. InExample 118 itwasfound that
E[XY] = The marginal probabllltyfunctlon for Xis P[X =1] = 6 -l- + 9 =1,

6
P[X:O]:% and P[X = — 1] = 5, andthemean of X is

E[X] = (1)(§) + (0)(3) + (- 1><§> =5

In asimilar way, the probabilityfunction of Yisfoundtobe P[Y =1] = % , PIlY =0] = 15—8 ,
and Py = —1] = &, withameanof E[Y]= — L.

Then, Cov[X,Y] =13 — ($)(— &) = 4 . 0



Example 125: The coefficient of correlation between random variables X andY i |s 5
and 0% = a, o} =4a. Therandom variable Z isdefinedtobe Z = 3X —4Y, and
itisfoundthat o7 =114 . Find a.

Solution: ¢ = Var[Z] = 9Var[X] + 16VaT[Y] 2-(3 )( )Cov[X,Y].

Since Cov[X,Y] = p[X,Y] 0x -0y = \f V4a = 22 it follows that
114:0%:9a+16(4a)—24(2:,)—a):57a—>a—2. |:|

Example 126: Supposethat X and Y are random variables whose joint distribution has moment
generating function M (¢,t,) = (iet1 + %et‘z + %)10, for al real ¢; andt,.

Find the covariance between X and Y'.

Solution: Cov[X Y] = E[XY]| - E[X]-E[Y].

E[XY] = m a5 Moy (i, t2)

t=ts=0
_ 135

—ao)(en + de DGOE)]| -k,
BX] = & Mxy(tit)| = (10)(ket + Ze + 2)7(Le)
= (10)(ge" + get + 5)°(3e)

2 =0
- CovlX,Y] =18 — (g)(f) -2.0

[N]

t1=ty=0 t1=1t,=0

q>|a DOt

E[Y] = i - My y(h, tQ)

ool

11 =ty=0

Example 127: Supposethat X has a continuous distribution with p.d.f. fx(x) = 2z
ontheinterval (0,1),and fx(x) =0 elsewhere. Supposethat Y isa continuous random
variable such that the conditional distribution of Y given X = x isuniform on theinterval (0, x)
. Find the mean and variance of Y'.

Solution: This problem can be approached in two ways.

(i) Thefirst approach isto determine the unconditional (marginal) distribution of Y. Weare
given fx(x)=2x for 0 <z <1, and fy|X(y|X:x):% for 0<y<ux.
Then,f(x,y):f(y|x)-fx(m):%-21::2 for 0<z<landO<y<uz.

The unconditional (marginal) distribution of Y has p.d.f.

fry) = fxyda:—f 2dr=2(1—y) for 0 <y <1(and fy(y)isO

elsewhere). Then E[Y] = ny 2(1 —y)dy = % , E[Y?] = f01y2-2(1 —y)dy = % ,

and Var[Y] = E[Y2] —(EY])?=3%-(3)=15.



(if) The second approach isto use therelationships E[Y] = E[ E[Y|X]] and
VarlY] = E[Var[Y|X]] + Var[ E[Y|X]].
From the conditional density fl X =12)= 1 for 0 < y < x,wehave

E[Y|X = x] fo y = dy = 5, sothat E[Y|X] X and, since fx(z) = 2z,
E[E[Y|X]] = = [y % 20dz =3 = E[Y] .

In asimilar way, VaT[Y|X =z]=E[Y})X =z]— (E[Y|X = x])

where E[Y2|X =a]= [y 1 —dy = %2 sothat E[Y?|X] = <~ , and since
E[Y|X] = wehaveVar[Y\X] X _Ep= )f—;

Then E[Var[Y|X]] —EX1= 12 de:l:— o, and

Var(E[Y|X]] = Var[5] = gVar[X] = [E[X?] (BIX]] = i B-G=%

sothat E[Var]Y|X]|]+ Var|E [Y|X]] < = Var[Y].

a
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FUNCTIONS AND TRANSFORMATIONS OF RANDOM VARIABLES

Distribution of a function of a continuous random variable X: Supposethat X isa
continuous random variable with p.d.f. fx(x) and c.d.f. F'x(z), and suppose that u(x) isaone-
to-one function (usually u is either strictly increasing, such as u(z) = 23, €%, \/E orinx,oru
isstrictly decreasing, such as u(z) = e~*). Asaone-to-one function, « has an inverse function
v, sothat v(u(x)) =z . Thentherandom variable Y = u(X) (Y isreferred to asa
transformation of X) hasp.d.f. fy(y) found asfollows: fy(y) = fx(v(y)) - [V (y)| . Ifuisa
strictly increasing function, then

Fy(y) = PlY <y] = Plu(X) <] = P[X <v(y)] = Fx(v(y)) .

Distribution of a function of a discrete random variable X: Suppose that X isadiscrete

random variable with probability function f(z). If u(x) isafunction of z,

and Y isarandom variable defined by the equation Y = u(X) , then Y isadiscrete random

variable with probability function g(y) = > f(x) - given avaue of y, find all values of x for
)

y=u(x
which y = u(x) (say u(xy) = u(xs) = --- = u(zy) = y), and then g(y) isthe sum of those
f(x;) probabilities.

If X and Y are independent random variables, and « and v are functions, then the random
variables u(X) and v(Y) areindependent.

Thedistribution of a sum of random variables:

() If X;and X5 arerandom variables, and Y = X + X5 , then
E[Y] = E[X1] + E[X,] and Var]Y] = Var[Xi] + Var[X3] + 2Cov[ X7, X5]

(i) If X, and X are discrete non-negative integer valued random variables with joint
probability function f(xy,z) , thenfor aninteger £ > 0,

3
P[X1+ Xo=k]=>_ f(x1,k —x;) (thisconsidersal combinationsof X; and X,
1’110

whose sumis k).
If X7 and X, are independent with probability functions f; (x;) and fy(x5), respectively,

k
then P[X;+ Xo=k] =) fi(z1) - fo(k — x1) (thisisthe convolution method of
{E1:0

finding the distribution of the sum of independent discrete random variables).

10



(iii) If X; and X, are continuous random variables with joint density function f (1, z5)
then the density functionof ¥ = X, + X, is fy(y) = [*. f(z1,y — 1) dy .

If X, and X, are independent continuous random variables with density functions
fi(xy) and fy(z5), then the density functionof YV = X; + X, is

fr(y) = ffooofl(%) foly — x1) dy

(iv) If X1, X, ..., X,, arerandom variables, and the random variable Y is defined to be

Y = X, then E[Y] =3 E[X] and
i=1 =1

Var[Y] = Zn:VaT[Xi] + 2276 Zn: Cov[X;, Xj] .
i=1 i=1j=it1

If X1, X5, ..., X,, are mutually independent random variables, then
VarlY] = > Var[X;] and My (t) = [[Mx,(t) = Mx,(t) - Mx,(t)---Mx (t)
i=1 =1

(V) If Xy,X,5,..., X, and Y7,Y5, ..., Y, aerandom variablesand
ai,as,...,a,, b, c1,co, ..., ¢y @nd d are constants, then

Cov]y a;X;+b,> ¢;Y;+d) =" > a;c;Cov[X;, Y]]
— i1

i=1 j= i=1 j=1

(vi) TheCentral Limit Theorem: Supposethat X isarandom variable with mean p
and standard deviation ¢ and suppose that X, X5, ..., X,, aren independent random
variables with the same distributionas X. Let YV,, = X; + Xo +---+ X,,. Then
E[Y,] = nu and Var|Y,] = no? , and asn increases, the distribution of Y,, approaches
anormal distribution N (nu, no?). Thisisajustification for using the normal
distribution as an approximation to the distribution of a sum of random variables.

(vii) Sumsof certain distributions: Supposethat X, X5, ..., X} areindependent

k
random variablesand Y = )" X;
=1

distribution of X; distribution of Y
Bernoulli B(1, p) binomial B(k, p)
binomial B(n;, p) binomia B(>_n;, p)
geometric p negative binomia k&, p
negative binomia n;, p negative binomia > n;, p
Poisson \; Poisson > \;

N (pi, 07) N (i, 2 07)

11



Example 128: Therandom variable X has an exponentia distribution with amean of 1. The
random variableY isdefinedtobe Y = 2In X . Find fy(y), thep.d.f. of Y.

Solution: Fy(y) = P[Y <y|=P2InX <y|=P[X < e¥?]=1—¢ "

- fry) =Fy) = 5 (1—e ") = ger2 e ",

Alternatively, since Y =2in X (y = u(z) = 2Inx,and In isastrictly increasing function
withinverse = = v(y) = e¥/?), and X = /2, it follows that

fr(y) = fx(ev'?)- ‘diy ey/z‘ — get/?. e, o

Example 129: Supposethat X and Y are independent discrete integer-valued random variables
with X uniformly distributed on the integers 1 to 5, and Y having the following probability
function- f(0)=.3, fr()=5, fy(3)=.2. Let Z=X+Y.

Find P[Z = 5] .

Solution: Usingthefactthat fx(z) = .2 for x =1,2,3,4,5, and the convolution method for
independent discrete random variables, we have

fz(5) = i%fx(i) fy(5—1)
— (0)(0) + (:2)(0) + (2)(:2) + (2)(0) + (2)(5) + (2)(.2) =.20. O

Example 130: X; and X, areindependent exponential random variables each with a mean of 1.
Find P[Xl + X5 < 1]
Solution' Using the convolution method, the density functionof Y = X; + Xs is

= [Vfx,(t) - fx,(y—t)dt = [Jet-e W 0dt = ye ¥, sothat
=1
P[X1+X2 <1]=P[Y < 1] :foye Vdy = [—ye ¥ —eY] ! = 1—2¢t
y:
(the last integral required integration by parts). O

Example 131: Given n independent random variables X, X, ..., X,, each having the same
variance of o2, and defining U = 2X; + Xy +--- + X,,_; and

V=X,+ X5+ -4+ 2X,,, find the coefficient of correlation between U and V.
M, 0t =(A+1+1+ +1)0 = (n+2)0? =02,

oyoy
Since the X's areindependent, if i # j then Cov[X;, X;] = 0. Then, noting that
Cov|[W, W] = Var[W], we have
CovlU,V] = Cov[2Xy, Xy] + Cov[2X1, X3] + -+ + Cov[X,—1, 2X,)]
=Var[Xs] + Var[Xs] + -+ + Var[X,-1] = (n — 2)0?
(n—2)0? n—9 =

Then, pUV = (n+2)02 = 2

Solution: pyy =
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Example 132: Independent random variables X, Y and Z areidentically distributed. Let
W = X + Y. The moment generating function of W is My, (t) = (.7 + .3¢")°.

Find the moment generating functionof V = X +Y + Z.

Solution: For independent random variables,

Mx.y(t) = Mx(t) - My(t) = (.7 + .3¢")%. Since X and Y haveidentical
distributions, they have the same moment generating function. Thus,

Mx(t) = (.7 +.3¢e") ,and then My (t) = Mx(t) - My (t) - My (t) = (.7 + .3¢")?.
Alternatively, note that the moment generating function of the binomia B(n, p) is

(1 —p+pet)*. Thus, X + Y hasa B(6, .3) distribution, and each of X, Y and Z has
a B(3,.3) distribution, so that the sum of these independent binomial distributionsis
B(9,.3) ,withm.gf. (.7 + .3¢')". O

Example 133: The birth weight of malesis normally distributed with mean 6 pounds, 10
ounces, standard deviation 1 pound. For females, the mean weight is 7 pounds, 2 ounces with
standard deviation 12 ounces. Given two independent male/female births, find the probability
that the baby boy outweighs the baby girl.

Solution: Let random variables X and Y denote the boy's weight and girl's weight, respectively.
Then, W = X — Y hasanorma distribution with mean
6% —7% = —%Ib.andvariance a§(+a§=1+19—6 = %.
W—(—3) S —(—3)
V/25/16 \/25/16
where Z has standard normal distribution (W was standardized). Referring to the

standard normal table, this probability is .34 . O

Then, P[X >Y]=P[X-Y >0/ =P

= P[Z > 4],

Example 134: If the number of typographical errors per page type by a certain typist follows a
Poisson distribution with amean of ), find the probability that the total number of errorsin 10
randomly selected pagesis 10.

Solution: The 10 randomly selected pages have independent distributions of errors per page.
The sum of m independent Poisson random variables with parameters

A1, Ag...., A, has aPoisson distribution with parameter > \; . Thus, the total number

of errorsin the 10 randomly selected pages has a Poisson distribution with parameter 10\.
6710/\(10)\)10
— O

The probability of 10 errorsin the 10 pagesis 101
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