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Facts vs. Opinions
• Two main types of textual information on the Web. 

Facts and Opinions
• Current search engines search for facts/statements (of assumed true facts)

Facts usually expressed with topic keywords.
• Search engines do not search for opinions
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Facts vs. Opinions
• If we Google: 

“How do people think of Motorola
Cell phones?”

• We only get facts

• Need to delve deeper. Q:Why?
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Facts vs. Opinions
• If we Google: 

“How do people think of Motorola
Cell phones?”

• We only get facts

• Need to delve deeper. Q:Why?
 Opinions are hard to express with a

few keywords
 Need to mine/understand query and

also retrieve opinions from web user
contents/opinions

 This is opinion retrieval/search –
just the surface of opinion mining!
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Opinions as User Generated Content
• Word-of-mouth on the Web

• One can express personal experiences and opinions on almost anything, at review sites, 

forums, discussion groups, blogs ... (called the user generated content.)

• They contain valuable information: Basis for deeper knowledge of human experience

• The web these days contain vast amount of user generated  contents: Amazon.com, 

Facebook, Twitter, etc.

• Our interest: Mine opinions (sentiments) expressed in the user-generated content on various 

topics 

• An intellectually very challenging problem.

• Practically very useful. Q: Why?
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Opinion Mining Applications
• Businesses and organizations: product and service benchmarking. Market 

intelligence. 
Business spends a huge amount of money to find consumer sentiments and 
opinions.
Can be used for product development/improvement in future releases

• Individuals: interested in other’s opinions when 
Purchasing a product or using a service, 
Finding opinions on political topics, 

• Ads placements: Placing ads in the user-generated content
Place an ad when one praises a product. 
Place an ad from a competitor if one criticizes a product.  

• Opinion retrieval/search: 
Providing general search for opinions using deep web architectures. 
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Opinion Mining Defined
• Opinion mining (also known as sentiment analysis) refers to the use of natural 

language processing, and text analysis/mining techniques to identify and extract 
subjective information (emotions, appraisals, evaluations, attitudes, etc.) in source 
materials (text documents).

• Intellectually challenging & major applications.
A very popular research topic in recent years in NLP and Web data mining. 
100+ companies in USA alone 

• It touches everything aspect of NLP and yet is restricted and confined.
Little research in NLP/Linguistics in the past.

• Potentially a major technology from NLP. 
But it is not easy!
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Opinionated Evaluations: Two types
• Regular Opinions: sentiment expressions on some entities, e.g., products, events, 

topics, persons.
E.g., “the picture quality of this camera is great”
Subjective

• Comparisons: relations expressing similarities or differences of more than one 
entity. Usually expresses an ordering. 
E.g., “car x is cheaper than car y.”
“I prefer tea to coffee”
Objective or subjective.

• Red colored terms may be crudely referred to as sentiment/opinion words
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Opinion Search and Retireval
• Is opinion search as convenient

as general Web search?
• Opinion search critical for decision

making - want others’ opinions

• Wouldn’t it be nice? If we could issue
Google search queries such as 

Opinions: “Motorola cell phones”
Comparisons: “Motorola vs. Nokia”

• Some work not still enough room for
improvement! (trending research area…)
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Typical Opinion Search Queries
• Find the opinion of a person or organization (opinion holder) on a particular 

entity or an aspect of the entity. 
E.g., what is Bill Clinton’s opinion on abortion?

• Find positive and/or negative opinions on a particular entity (or some aspects 
of the entity), e.g., 
customer opinions on a digital camera.
public opinions on a political topic. 

• Find how opinions on an entity change over time. 
• How entity A compares with entity B?

Chrome vs. Internet Explorer

• All of these are open research problems!
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Opinions in Consumer Reviews
• Reviews can be regarded as 

traditional surveys.

 In traditional survey, returned forms are
treated as raw data. 

 Analysis is performed to summarize the
survey results. 
E.g., % against or for a particular issue, etc. 

• In opinion mining and retrieval, 
Can a summary be produced?  
What should the summary be?
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Structured Opinion Mining
• Q: How to extract features and evaluations

to construct a structured summary?

• Lets look at a review and see what it contains

“I bought an iPhone a few days ago. It was such a
nice phone. The touch screen was really cool. The
voice quality was clear too. Although the battery
life was not long, that is ok for me. However, my
mother was mad with me as I did not tell her
before I bought the phone. She also thought the
phone was too expensive, and wanted me to return
it to the shop. …”

What do we see?
Opinions, entity/target of opinions, and opinion
holders
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Opinion Mining: Abstractions [Hu and Liu, KDD-04]

• Basic components of an opinion
Opinion holder: The person or organization that 
holds a specific opinion on a particular entity.
Entity: on which an opinion is expressed
Opinion: a view, attitude, or appraisal on an entity 
from an opinion holder. 

• Opinion mining problem abstraction
Put existing research into a common framework

• We use consumer reviews of products to 
develop the ideas. Other opinionated 
contexts are similar. 

“I bought an iPhone a few days ago. It was such a
nice phone. The touch screen was really cool. The
voice quality was clear too. Although the battery
life was not long, that is ok for me. However, my
mother was mad with me as I did not tell her
before I bought the phone. She also thought the
phone was too expensive, and wanted me to return
it to the shop. …”

What do we see?
Opinions, entity/target of opinions, and opinion
holders



Arjun Mukherjee (UH) 14

Target Entity
• Definition (entity): An entity e is a product, person, event, organization, or 

topic. e is represented as 
 a hierarchy of components, sub-components, and so on.
 Each node represents a component and is associated with a set of attributes of the component.

• An opinion can be expressed on any node or attribute of the node.

• To simplify our discussion, we use the term aspect (features) to represent 
both components & attributes.
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Model of an entity

• An entity ei is represented with a finite set of 
aspects.

• Let the set of aspects, A = {a1, a2, …, an}.
• The entity can be expressed with any one of a final set 

of entity expressions EEi = {oei1, oei2, …, oeik}.
• Each aspect aij ∈ Ai of the entity can be expressed by 

any one of a finite set of aspect expressions AEij = 
{aeij1, aeij2, …, aeijm}.

“I bought an iPhone a few days ago. It
was such a nice phone. The touch screen
was really cool. The voice quality was
clear too. Although the battery life was
not long, that is ok for me. However, my
mother was mad with me as I did not tell
her before I bought the phone. She also
thought the phone was too expensive, and
wanted me to return it to the shop. …”
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Model of a review/opinionated document

“I bought an iPhone a few days ago. It
was such a nice phone. The touch screen
was really cool. The voice quality was
clear too. Although the battery life was
not long, that is ok for me. However, my
mother was mad with me as I did not tell
her before I bought the phone. She also
thought the phone was too expensive, and
wanted me to return it to the shop. …”

• Model of a review: An opinion holder j
comments on a subset of the aspects Sj ⊆ A of 
entity e. 
For each aspect ak ∈ Sj that j comments on, he/she 

chooses a word or phrase from EEi to 
describe the entity, and 
chooses a word or phrase from AEij to 
describe the aspect, and 
expresses a positive, negative or neutral 
opinion on ak. 
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Model of an opinion [Liu, Ch. in NLP handbook]

“I bought an iPhone a few days ago. It was
such a nice phone. The touch screen was
really cool. The voice quality was clear too.
Although the battery life was not long, that
is ok for me. However, my mother was mad
with me as I did not tell her before I bought
the phone. She also thought the phone was
too expensive, and wanted me to return it to
the shop. …”

• An opinion is a quintuple
(ej, ajk, soijkl, hi, tl),

where 
ej is a target entity.
ak is a aspect of the entity ej.
soijkl is the sentiment value of the opinion of the 
opinion holder hi on aspect ajk of entity ej at time tl. 
soijkl is +ve, -ve, or neu, or a more granular rating. 
hi is an opinion holder. 
tl is the time when the opinion is expressed. 
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Goal of Opinion Mining
“I bought an iPhone a few days ago. It was such a nice phone.
The touch screen was really cool. The voice quality was clear
too. Although the battery life was not long, that is ok for me.
However, my mother was mad with me as I did not tell her before
I bought the phone. She also thought the phone was too
expensive, and wanted me to return it to the shop. …”

• Objective: Given an opinionated document, 
Discover all quintuples (ej, ak, soijkl, hi, tl), 

i.e., mine the five corresponding pieces of information in 
each quintuple, and

Or, solve some simpler problems

• With the quintuples, 
Unstructured Text → Structured Data

Traditional data and visualization tools can be used to slice, 
dice and visualize the results in all kinds of ways
Enable qualitative and quantitative analysis.  

Aspect Based Summary[Hu and Liu, ‘04]:

aspect1: Touch screen

Positive: 212

• The touch screen was really cool. 

• The touch screen was so easy to use and 
can do amazing things. 

…

Negative: 6

• The screen is easily scratched.

• I have a lot of difficulty in removing 
finger marks from the touch screen. 

… 

aspect2: battery life

…
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Goal of Opinion Mining
“I bought an iPhone a few days ago. It was such a nice phone.
The touch screen was really cool. The voice quality was clear
too. Although the battery life was not long, that is ok for me.
However, my mother was mad with me as I did not tell her before
I bought the phone. She also thought the phone was too
expensive, and wanted me to return it to the shop. …”

• Objective: Given an opinionated document, 
Discover all quintuples (ej, ak, soijkl, hi, tl), 

i.e., mine the five corresponding pieces of information in 
each quintuple, and

Or, solve some simpler problems

• With the quintuples, 
Unstructured Text → Structured Data

Traditional data and visualization tools can be used to slice, 
dice and visualize the results in all kinds of ways
Enable qualitative and quantitative analysis.  
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Visual Comparison [Liu et al., WWW ‘05]

Summary of 
reviews of    
Cell Phone 1

Voice Screen Size WeightBattery

+

_

Comparison of 
reviews of 

Cell Phone 1 

Cell Phone 2
_

+
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Mining Opinions in fluid language is hard!
“This past Saturday, I bought a Nokia phone and my girlfriend bought a Motorola
phone with Bluetooth. We called each other when we got home. The voice on my phone 
was not so clear, worse than my previous phone. The battery life was long. My 
girlfriend was quite happy with her phone. I wanted a phone with good sound quality.
So my purchase was a real disappointment. I returned the phone yesterday.”

Q: What is the overall opinion orientation/polarity? +/- ?
Q:How to mine/discover the polarity on aspects in a review?
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Opinion Mining Sub-problems
• Recall an opinon is a quintuple: (ej, ak, soijkl, hi, tl)
• Where extracting each component is an NLP subproblem,

ej - a target entity:  Named Entity Extraction (more)
ajk - a aspect of ej:  Information Extraction
soijkl is sentiment:  Sentiment determination 
hi is an opinion holder:  Information/Data Extraction
tl is the time:  Data Extraction

• Co-reference resolution

• Synonym match/grouping (voice = sound quality; front desk ≈ reception) …

• Employing topic models (trending area in Opinion Mining research)]

• None of them is a solved problem!
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Opinion Mining Tasks
• At the document (or review) level:

Task: sentiment classification of reviews (overall polarity)
Classes: positive, negative, and neutral
Assumption: each document (or review) focuses on a single entity (not true in many 
discussion posts) and contains opinion from a single opinion holder.

• At the sentence level:
Task 1: identifying subjective/opinionated sentences

Classes: objective and subjective (opinionated)
Task 2: sentiment classification of sentences

Classes: positive, negative and neutral.
Assumption: a sentence contains only one opinion 

not true in many cases.
Task 3: discover phrasal sentiment/issues (the wifi signal dropped frequently in the 
router)
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Opinion Mining Tasks (contd.)
• Some important NLP tasks at the aspect level:

Task 1 (aspect extraction and grouping): Extract all aspect
expressions of the entities, and group synonymous aspect expressions
into clusters. Each aspect expression cluster of entity ei indicates a
unique aspect aij.
Task 2 (aspect sentiment classification): Determine whether each
opinion on an aspect is positive, negative or neutral.
Task 3 (discover aspect specific sentiments): groupings of opinion
words usually used to cast opinions/senitments on a aspect (category)
Task 4 (opinion quintuple generation): Produce all opinion quintuples
(ei, aij, ooijkl, hk, tl) expressed in D.

 Many more specific tasks, but the above are usually key tasks.
 Also each of the task can be extended to include phrases (ngrams)
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Opinion Mining Tasks (contd.)
• Some important NLP tasks at the aspect level:

Task 1 (aspect extraction and grouping): Extract all aspect
expressions of the entities, and group synonymous aspect expressions
into clusters. Each aspect expression cluster of entity ei indicates a
unique aspect aij.
Task 2 (aspect sentiment classification): Determine whether each
opinion on an aspect is positive, negative or neutral.
Task 3 (discover aspect specific sentiments): groupings of opinion
words usually used to cast opinions/senitments on a aspect (category)
Task 4 (opinion quintuple generation): Produce all opinion quintuples
(ei, aij, ooijkl, hk, tl) expressed in D.

 Many more specific tasks, but the above are usually key tasks.
 Also each of the task can be extended to include phrases (ngrams)
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Opinion Mining: Document level classification
• Sentiment classification [Pang et al., 2002]

• Classify documents (e.g., reviews) based on the overall
sentiments expressed by opinion holders (authors),
Positive, negative, and (possibly) neutral
Since in our model an entity e itself is also a aspect, then sentiment
classification essentially determines the opinion expressed on e in
each document (e.g., review).

• Similar but ≠ topic-based text classification.
In topic-based text classification, topic words are important.
In sentiment classification, sentiment words are more important, e.g.,
great, excellent, horrible, bad, worst, etc.

Q: How would one implement this using a classifier?
Q: What are the features? Classes? E.g., using SVM/NB?

http://citeseer.ist.psu.edu/viewdoc/download;jsessionid=95F1F1F3D2ADC53ADF26BDBF876A900D?doi=10.1.1.115.7478&rep=rep1&type=pdf
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Opinion Mining: Document level classification
• Sentiment regression [Titov and McDonald, ‘08],

[Snyder, ‘07], [Blei and McAulfie, ]

• Regress documents (e.g., reviews) based on the overall
sentiments expressed with the star rating,
Discover which terms indicate what kind of polarity.

• Similar but ≠ text regression.
Need to weigh sentiment/opinion words
differently than other words.,
e.g., great, excellent -> 4, 5 star

vs.
terrible, horrible, bad, worst, etc. -> 1, 2 star

• Q: How to regress star rating with text?

http://www.aclweb.org/anthology/P08-1036
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Opinion Mining: Unsupervised Methods
• Unsupervised review classification [Turney, 2002]
• Data: reviews from epinions.com on automobiles, banks, movies, and travel

destinations.
• The approach: Three steps

• Step 1:
Part-of-speech tagging
Extracting two consecutive words (two-word phrases) from reviews if their tags conform to some
given patterns, e.g., (1) JJ, (2) NN.
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Opinion Mining: Unsupervised Methods
• Step 2: Estimate the semantic orientation (SO) of the extracted phrases

Use Pointwise mutual information
Semantic orientation (SO):

SO(phrase) = PMI(phrase, “excellent”)
- PMI(phrase, “poor”)

Using AltaVista near operator to do search to find the number of hits to compute PMI and SO.

• Step 3: Compute the average SO of all phrases
classify the review as recommended if average SO is positive, not recommended otherwise.

• Final classification accuracy:
automobiles - 84%
banks - 80%
movies - 65.83
travel destinations - 70.53%
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Opinion Mining: Supervised Methods
• Sentiment classification using machine learning methods (Pang et al, EMNLP-02)

• Directly applied supervised classifiers (SVM, NB, etc.) to classify movie
reviews into positive and negative using labeled data.

• Three classification techniques were tried:
Naïve Bayes
Maximum entropy [same as Logistic Regression]
Support vector machine

• Pre-processing settings: negation tag, unigram (single words), bigram, POS
tag, position.

• SVM: the best accuracy 83% (unigram)
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Opinion Mining: Sentence Level Classification
• Document-level sentiment classification is too coarse for most applications.

• Let us move to the sentence level.

• Much of the work on sentence level sentiment analysis focuses on identifying
subjective sentences in news articles.

Classification: objective and subjective.
All techniques use some forms of machine learning.
E.g., using a naïve Bayesian classifier with a set of data features/attributes extracted from
training sentences (Wiebe et al. ACL-99).



Arjun Mukherjee (UH) 32

Opinion Mining: Beyond Sentence Level Classification

Sentiment classification at both document and sentence (or clause) levels are
useful, but

They do not find what the opinion holder liked and disliked.
i.e., we need to discover aspect specific sentiments appearing in sentences
E.g., {nice->phone; clear->voice; long->battery}

An negative sentiment on an entity
does not mean that the opinion holder dislikes everything about the entity.

A positive sentiment on an entity
does not mean that the opinion holder likes everything about the entity.

We need to go to the entity level.

But before we do that, having a opinion lexicon (annotated +/- words) is
useful

“I bought an iPhone a few days ago. It was such a nice phone.
The touch screen was really cool. The voice quality was clear
too. Although the battery life was not long, that is ok for me.
However, my mother was mad with me as I did not tell her before
I bought the phone. She also thought the phone was too
expensive, and wanted me to return it to the shop. …”
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Opinion Mining: Sentiment Lexicon
• Opinion Words or Phrases (also called polar words, opinion bearing words,

etc). E.g.,
Positive: beautiful, wonderful, good, amazing,
Negative: bad, poor, terrible, cost someone an arm and a leg (idiom).

• They are instrumental for opinion mining (obviously)

• A comprehensive list of them is called a lexicon

• Three main ways to compile such a list:
Manual approach: not a bad idea, only an one-time effort
Corpus-based approaches [Hu and Liu, 2004]
Dictionary-based approaches [SentiWordNet, WordNet]

• Important to note:
Some opinion words are context independent (e.g., good).
Some are context dependent (e.g., long).
Some words have multiple senses (light has two senses weight or brightness)
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Aspect Based Opinion Mining
• Again focus on reviews (easier to work in a concrete domain!)
• A major percentage of research in Opinion Mining/Sentiment Analysis focuses

on user generated content (UGC) such as reviews, blogs, discussions. Why?
• UGC is actionable data (i.e., mined information useful for commercial

applications)
• Objective: find what reviewers (opinion holders) liked and disliked

Product aspects and opinions on the aspects

• Since the number of reviews on an entity can be large, an opinion summary
should be produced.
Desirable to be a structured summary.
Easy to visualize and to compare.
Analogous to but different from multi-document summarization.
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Aspect Based Opinion Mining
• Task: Aspect Extraction. Q: What does it mean?
• Discover the green colored terms
• Easier to discover frequent aspects (called features before): 

those aspects that have been talked about by many reviewers [Hu and Liu, 2004]. 
• Use pattern mining [e.g., Apriori algorithm]
• Why the frequency based approach? 

Different reviewers tell different stories (irrelevant)
When product aspects are discussed, the words that they use converge. 
They are main aspects. 

• Sequential pattern mining finds frequent phrases.
• Can further improve by finding frequent noun and noun phrases
Many companies implemented the approach (no POS restriction).

“I bought an iPhone a few days ago. It was such a nice phone.
The touch screen was really cool. The voice quality was clear
too. Although the battery life was not long, that is ok for me.
However, my mother was mad with me as I did not tell her before
I bought the phone. She also thought the phone was too
expensive, and wanted me to return it to the shop. …”
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Aspect Based Opinion Mining
• Task: Aspect Extraction. 

• Using part-of relationship and the Web
(Popescu and Etzioni, EMNLP-05)

• Improved (Hu and Liu, KDD-04) by removing those frequent noun 
phrases that may not be aspects: better precision (a small drop in recall). 

• It identifies part-of relationship
 Each noun phrase is given a pointwise mutual information score between the phrase 

and part discriminators associated with the product class, e.g., a scanner class. 
 The part discriminators for the scanner class are, “of scanner”, “scanner has”, 

“scanner comes with”, etc, which are used to find components or parts of scanners 
by searching on the Web: the KnowItAll approach, (Etzioni et al, WWW-04). 
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Aspect Based Opinion Mining
• Task: Aspect Extraction. 

Q: How to discover infrequent but important product aspects?

• Observation: the same opinion word can be used to describe different 
aspects and entities. 
“The pictures are absolutely amazing.”
“The software that comes with it is amazing.”

Frequent 
aspects

Opinion words

Infrequent 
aspects
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Aspect Based Opinion Mining
• Task: Aspect Extraction. 

Q: Can we make use of topic modeling?

• Observation: A review usually contain evaluation sof aspects which are semantically 
close/coherent. In the following hotel reviews: 
“The housekeeping staff were rude. The janitor did not clean the bathroom well.”
“The front desk receptionist was great. Lobby was good too. The lobby receptionist…”

• Topic modeling employs higher-order-co-occurrence : “w1 co-occurring with w2 which 
in turn co-occurs with w3 denotes a second-order co-occurrence between w1 and w3” to 
discover synonymous words (aspects).

• Several topic modeling based approaches have been used for aspect extraction 
recently. [Lin and He, 2009], [Zhao et al., 2010], [Mukherjee and Liu, 2012]

• Very popular research topic.

http://people.cs.pitt.edu/%7Ehuynv/research/aspect-sentiment/Joint%20sentiment%20topic%20model%20for%20sentiment%20analysis.pdf
http://anthology.aclweb.org/D/D10/D10-1006.pdf
http://www.cs.uic.edu/%7Eliub/publications/ACL-2012-aspect-extraction.pdf
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Aspect Sentiment Classification
• For each aspect, we identify the sentiment or opinion orientation expressed by

a reviewer.

• We work based on sentences, but also consider,
A sentence can contain multiple aspects.
Different aspects may have different opinions.
E.g., The battery life and picture quality are great (+), but the view founder is small (-).

• Almost all approaches make use of opinion words and phrases. But notice
again:
Some opinion words have context independent orientations, e.g., “great”.
Some other opinion words have context dependent orientations, e.g., “small”

• Many ways to use them.





• Opinions ⇒ Virtual Currency

• Opinion Spam: Illegitimate activities (e.g., writing fake
reviews/ratings) to deliberatively mislead consumers

• In E-commerce, filtering opinion spam is vital

9-Aug-14 Arjun Mukherjee (UIC) 41

The Opinion Curse – Opinion Spam!



Guacamole burger was quite tall; clam chowder was
tasty. The appetizers weren't very good at all. And the
service kind of lagged. A cross between Las Vegas and
Disney world, but on the cheesy side. This Cafe is a place
where you eat inside a plastic rain forest. The walls are
lined with fake trees, plants, and wildlife, including
animatronic animals. I could see it being fun for a child's
birthday party (there were several that occurred during
our meal), but not a place to go if you're looking for a
good meal.

9-Aug-14 Arjun Mukherjee (UIC) 42

Which review is fake?

I want to make this review in order to comment on the
excellent service that my mother and I received on the
Serenade of the Seas, a cruise line for Royal Caribbean.
There was a lot of things to do in the morning and
afternoon portion for the 7 days that we were on the
ship. We went to 6 different islands and saw some
amazing sites! It was definitely worth the effort of
planning beforehand. The dinner service was 5 star for
sure. I recommend the Serenade to anyone who is
looking for excellent service, excellent food, and a week
full of amazing day-activities!



Guacamole burger was quite tall; clam chowder was
tasty. The appetizers weren't very good at all. And the
service kind of lagged. A cross between Las Vegas and
Disney world, but on the cheesy side. This Cafe is a place
where you eat inside a plastic rain forest. The walls are
lined with fake trees, plants, and wildlife, including
animatronic animals. I could see it being fun for a child's
birthday party (there were several that occurred during
our meal), but not a place to go if you're looking for a
good meal.
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Which review is fake?

I want to make this review in order to comment on the
excellent service that my mother and I received on the
Serenade of the Seas, a cruise line for Royal Caribbean.
There was a lot of things to do in the morning and
afternoon portion for the 7 days that we were on the
ship. We went to 6 different islands and saw some
amazing sites! It was definitely worth the effort of
planning beforehand. The dinner service was 5 star for
sure. I recommend the Serenade to anyone who is
looking for excellent service, excellent food, and a week
full of amazing day-activities!
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Opinion Spam Solicitations (Real Cases)
• I wanted to return an item I purchased from Amazon because it didn’t work.
• Guess what did the seller say?
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Opinion Spam Solicitations (Real Cases)
• The case of Belkin International Inc.
• Top networking and peripherals manufacturer | Sales ~ $500 million in 2008
• Posted an ad for writing fake reviews on amazon.com (65 cents per review)
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Opinion Spam Research
• Fake/untruthful reviews: 

Write undeserving positive/negative reviews to promote/damage companies 
reputation.

• Fake reviews (biased reviews, paid reviews) are a big problem. Many cases in news. 
Filtering them is a pressing issue.

• First introduced in [Jindal and Liu, 2008] – used duplicate reviews as fake and others 
as non-fake.

• Using Amazon Mechanical Turk for generating ground truth fake reviews [Ott et al., 
2011]

• Detecting group opinion spam [Mukherjee et al., 2012].
• Review spammer detection using burstiness modeling [Fei et al., 2013]. Many 

more…

• A very popular topics of research.

http://www2.cs.uh.edu/%7Earjun/courses/nlp/op_spam/Jindal_Liu_08.pdf
http://www2.cs.uh.edu/%7Earjun/courses/nlp/op_spam/ot_et_al_11_slides.pdf
http://www2.cs.uh.edu/%7Earjun/courses/nlp/op_spam/group-spam-www12.pdf
http://www2.cs.uh.edu/%7Earjun/courses/nlp/op_spam/fei_et_al_13_slide.pdf
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