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The quiz is “open books and notes” and you have 70 minutes to complete the quiz; it will count 10-11% towards the overall course grade.

1) EC Basics [16]
a) Assume you want to use evolutionary computing to solve challenging optimization problems. For what optimization problems, do you believe, EC is particularly suitable for? [3+up to 2 extra points]

· if very complex fitness functions are used or if the derivative of  fitness functions cannot be computed [1]
· if fitness functions are non-continuous [0.5]

· if fitness functions overate on strings  [0.5]

· if it is, desirable to find multiple good solutions and not a single good solution [1]

· if a large number of constraints have to be dealt with [0.5]

· ?!?
Enumerating applications without discussing their characteristics: 1 point
b) What role do crossover operators play in evolutionary computing systems? List desirable properties a “good” crossover operator should have! [5]

Crossover: should combine the characteristics of the two parents; “exploitation” operator—explores different permutations of characteristics in the parent pool [2]
Desirable Characteristics: combines characteristics of parents probabilistically  and does not introduce anything new [2]; does not change allel frequencies/not biased[1]; cheap[0.5]; complete: every permutation allel values should be obtained[0.5],… at most 3 points 
c) What role do selection operators in an evolutionary computing system? What property do all selections operators, such as k-tournament and roulette wheel selection, share? [4]
They decide which individuals participate in the breeding of the next generation/which individual die(in the case ES); simulate  survival of the fittest: “better” individuals reproduce/survive with higher probability.
d) Assume you use 2-tournament selection with population size 100; what is the probability that the best solution is chosen; what is the probability that the second best solution is chosen---giving just the formula is fine! [4]

Best: 1- (1-1/100)**2   [1.5]
Second Best: (1 + 98 + 98)/10000(2% [2.5]

Positive Cases: (2,2) and (2, 3-100) and (3-100,2)
2) ES Approach [9]
a) Assume you use the ES approach with the 1/5 success rule and after just a few iterations you reach a local maximum of the fitness function you try to maximize. What will happen? Hint: consider all scenarios! [4]
If you are on a local maximum, sigma will decrease and eventually converge to 0 [2.5], unless there is there is another local maximum in close proximity to the local maximum (not more than 5 sigma apart), and luckily a better solution on the other hill is derived [2.5]
b) The arithmetical crossover operator which creates a new solution c from parent solutions a and b using c=a*(1-() + (*b with ( being a random number in [0,1] is quite popular in ES-style systems. Characterize the relationship of c with the parent solutions a and b! [2]
Finds all the points on a line which connects a with b.
Only 1 point, if you say “between a and b”!
c)  EC are based on Darwinian evolution. How is “survival of the fittest” simulated in the ES approach? [3] 

In survivor selection—only the top K solutions survive and the other less fit solutions are removed.
3) Search in General [12]
a) Characterize the space complexity of backtracking, hill climbing, and breadth-first search based on the number of solutions n that are searched. Briefly explain you formulas! [3]
Backtracking O( log(n)   )
Hill Climbing O(1 )

Breadth-first search O(n)

b) Both Newton’s method and randomized hill climbing start from an initial solution and terminate after several iterations. What are the main differences in the way they approach search? [2+up to 2 extra points]

Newton’s methods knows direction and how far to go
Randomized hill climbing does not have such knowledge and has to sample the neighborhood of the most promising solution to find the best direction.

Other Answers might Get CrediT!
c) Hill climbing or randomized hill climbing approaches are usually used with “restart”: the hill climbing algorithms is run several times from different start positions. Explain why! [3]
Allows to reach different local maxima, and as a result a better overall solution/multiple good solutions.
d) What advantage do you see in using backtracking for search a state-space over a simple hill climbing approach? [2]
Backtacking allows different operators to be considered to be applied to a state; hill climbing picks a single operator and never does go back (no backtracking)
e) What role does “temperature” play in a simulated annealing system?  [2]

Temperature is associated with the probability of allowing downward moves in a SA-system; temperature is reduced during the run making it less likely to accept downward moves during the later stage of the SA run/
4) Genetics [7]

a) When and how does crossover take place in human reproduction! [4]
During meiosis, when a egg/sperm cell is produced by applying crossover to a diploid---4 different haploids are produced…
b) Define phenotype and genotype! Which operators in a EC system operate on the phenotype? [3]

Answer first question see book; 
Fitness function/Selection Operators [1.5]

5) Genetic Programming [8]

a) Assume you use genetic programming for symbolic regression to learn a function f(x,y) from a set of training examples with x,y being the input  variables of the function you try to learn.[5]
i. Give a non-terminal set/function set, one might use for this problem! [1]
N={+,-,*.%,…} ; other function sets should also be okay!
ii. What terminal set would you choose for this problem? [2]
T={x,y,likely constants)
iii. What fitness function would you choose for this problem? [2]
e.g. squared error of the prediction and the expected output.
b) Describe how crossover operator used in genetic programming systems works! [3]

One node is selected probabilistically in each parent tree and the subtrees are swapped.
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