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The exam is “open books and notes” and you have 70 minutes to complete the exam; it will count approx. 12 % towards the overall course grade.
1) LCS [15]
a) One objective of XCS-style systems is to create rulesets with high coverage: for each possible input a rule or set of rules exist that can process this input. What do XCS-style classifier systems do to accomplish covering? [4]
1. When no rule can process the input a new rules is created that matches the input pattern
2. Rules with large activation set sizes are more likely to be deleted, implicitly making space for rules with low activation set sizes providing coverage.

. 
b) Assume a rule r’s current predicted payoff pr is 3, and it receives a payoff of 5. Compute r’s new predicted payoff, assuming a learning rate of =0.3 is used! [2]
5x0.3+3x0.7=3.6
c)  How does XCS choose the action for a given input (message)? [4]

see 2008 Quiz2!
d) What kind of problems do XCS-style systems try to solve? [2]
e) What role do bucket brigade algorithms/ credit allocation mechanisms play in classifier systems? [3]

Assess the quality of rules based on environmental feedback; as rules solve problems collaboratively, feedback in LCS systems is usually more indirect and delayed making determining the fitness of a particular rule more complicated. The bucket brigade algorithm plays the role of a fitness function in a traditional EC system.

2) Evolutionary Computing in General [6]

If we compare evolutionary computing with other search techniques: What do you believe are the strong points of evolutionary computing approaches; what are the weak points of evolutionary computing approaches? 
3) Parallel EC Systems [6]
Assume you like to parallelize an EC system that solves a challenging optimization problems. Give a sketch of how this could be done! Limit your answer to 6 sentences.
4) Genetic Programming [12]

a) For what types of learning problems can genetic programming be used for? [4]

b) Explain how the crossover operator in genetic programming works. What can be said about the size of the obtained offspring—can it be larger than the size of the larger parents? [4]

c) Most genetic programming applications have to cope with bloat. Give an example of a counter measures to alleviate bloat in a genetic programming system! [4]

.
5) Multi-Modal Problems [6]

What is genetic drift? Why does genetic drift complicate solving multi-modal problems with EC? What is the idea of “crowding”—what approach does it use to alleviate genetic drift?

6) General Questions [14]
a)  What is the idea of the penalty function approach to cope with constraints in optimization problems? Limit your answer to 2-3 sentences! [3]
b) What is a convex optimization problem? Why is solving  convex optimization problems easier than solving non-convex optimization problems? [4]

c) ES systems change the variance of their employed mutation operator during the evolution process. Why are they doing that? [3]

d) What role does temperature play in simulated annealing? Why does simulated annealing allow for downward moves? [4] 
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