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Introduction

Nowadays, ensemble methods, which use multiple learning algorithms to obtain better predictive
performance, have become an extremely popular research area. With the help of ensemble methods
such as boosting, bagging .., we may gain better results than other machine learning algorithms.
Ensemble methods can be classified into two groups: offline learning methods and online learning
methods. In the past decades, offline learning methods have proved it superior performance in many
machine learning problems. Freund et al [3] presented a variant of the original boosting algorithm [5],
called boosting by filtering, for improving the accuracy of algorithms for learning binary concepts. The
improvement is archived by combining a large number of hypotheses, each of which is generated by
training the given learning algorithm on a different set of examples. Breiman et al [1] introduced a
bagging predictor technique, and proved it better performance on a linear regression example. Freund
and Schapire et al [4] introduced a new boosting algorithm called ada-boost which reduces the error of
learning algorithm that consistently generates classifiers whose performance is a little better than
random guessing. He performed an experiment on OCR problem and showed the improvement in
classifying performance. In contradiction to offline learning, online learning has not been received much

attention due to its constraint on storage as well as processing time.

In this paper, we proposes two online learning algorithms that evolving from offline learning algorithms,
which focusing on time and storage constraints. First, we introduce a general multiple-update algorithm
based on the boosting by filtering algorithm [3]. In this general algorithm, instead of storing all the
previous instances and learning new hypotheses, we only update the learnt hypotheses based on the
new coming instancepTo reduce updating time, we can update learnt hypotheses in parallel. Second, an
algorithm based on bagging technique is introduced. Our online bagging algorithm is similar to the
general online boosting algorithm. However, we ignore weight updating in some instance to give each

hypothesis a different training sequence. Our second online learning algorithm is based on the offline
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algorithm Arc-x4 [2]. In this method, we used/the same weight updating function as in Arc-x4 to
emphasize 'Es?ances with m%y wrong prediction from previous hypotheses.

g algorithm, we use our variant of 1D4 online decision tree

To evaluate our proposed online learfij

N T T T
algorithm as the base learner and test-6n both ranch prediction domain and online variants of three

ane learning benchmarks. The experimental results show that our online boosting method
based on Arc-x4 weight updating scheme outperforms our online bagging method as well as single base
learners. The results also show that online learning methods with ensembles of small trees often have
better performance than a single large tree. This result indicates that our online ensemble learning

methods are very effective in tight space constraint problems, such as the branch prediction problem.

The remainder of this paper is organized as follows. In Section 2, we briefly discuss the motivating
problem of branch prediction domain. In Section 3, we describe online ensemble learning and present
our proposed algorithms. Section 4 discusses our online decision tree base learner. Section 5 and
Section 6 show the empirical results for our proposed methods. Finally, Section 7 is our conclusions and

future work.
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greatly improve the accuracy of offline learners, but at the
moment, they are rarely ported over to their online cousins. To address this imbalance and motivate
further study, we introduce two new online ensemble learning algorithms: online boosting and onti
Arc-x4. Both methods use decision tree base learne d-work-on-binary features. fimary
motivation behind developing onlige-ensemble learners is to better predict th
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Online learning algorithms are very useﬁ_:f %r b%%%ﬁe%fc%%u e thye predictions made need
to change based upon what the computer is currently doing and the footprint of|the algorithm needs to
be light because the predictions need to be done quickly. Normal tabled approathes grow exponentially ‘70(,\\
with the number of features considered. To fix this problem, our ensembles use depth bounded decision
trees which merely grow linearly with the number of features considered.

T —

ejoutcomes of copditional

In a naive sense, it is easy to construct an online algorithm from any offline algorithm by storing
what has been seen so far. This causes the learner to have a large foot print, 4nd in online settings,
resources are usually constrained to an extent that makes this approach infeasible.

We also wish to avoid the single-update/sequential approach. Offline learners allow a single
training instance to contribute to many ensembles, and we seek this attribute for an online learner. This
is very important when considering concept drift, which, by its nature, a Pranch predictor must take in
to account. Additionally, sequential methods require a difficult to desigr/method that decides when to
freeze a member of the ensemble and to start on another one. I\ ot M
Cu

Computers now typically have multiple cores allowing many p&;éeSs/es to run simultaneously.
take advantage of this, we design our algorithms to be efficient when run in parallel.

We show empirically that our online Arc-x4 significantly outperforms our online boosting
“m$x ey algorithm and individual online decision trees provided Arc-x4 has sufficient time to 'warm up.' The
(oae Wy Warm up is required because online ensemble learners suffer from a/p_o.m:.emit&rgmn\/c_e_\zbut achieve
X J better performance with more examples. This can be mitigated by only using approximmately 25 trees.
LMD Unlike online Arc-x4 line bagging gives poor results (possibly b\ecause of 0/1 instance weighting).
Xy Ao QLS
@ When testin the performance of Arc-x48 we varied both its depth for each tree in the ensemble and
$he number of trees included/'We found that both increased the accuracy of Arc-x4 and we found that
< increasing the lowed4tte algorithm to better exploit the ensemble size. We also discovered that
increasing depth gives benefits that increasing the nuri f trees can never give and vice versa.
Despite this, increased depth is much more difficult to achieve because of the shear number of nodes it

adds, while increasing the number of trees in the ensemble is relatively easy. For this reason, ensemble
size is generally a better use of nodes than tree depth.

(After this the introduction wasn't blacked out for a paragraph, so I used it as the last paragraph)

This paper is organized as follows. In section 2 we discuss the motivating problem of branch
prediction. In section 3 we introduce online ensemble learning and our two algorithms. In section 4 we
describe our online decision-tree base learner. In Sections 5 and 6, we give our empirical results for
boosting and bagging ensembles.
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Introduction

Ensemble learning is a very popular technique in machine learning where multiple weak
learners are strategically combined to produce a strong learner. Ensemble methods have
gained popularity because many researchers have demonstrated their superior prediction
performance relative to single models on a variety of problems. However, these ensemble
learning methods have been applied only in offline settings where the entire set of training
examples is repeatedly processed as a whole. Using these ensemble methods in an online
fashion would be useful when data is being generated continuously. In this paper, we apply
ensemble approaches in an online learning setting. Online machine learning is used when
training data becomes available in a sequential order and the algonthm dates some
hypothesis after each example is presented to it. at Caw érc Q\S 0\.\-

9%%6 >

The online ensemble learning approach is applied to a conditional branch outcome
prediction problem in computer architecture. To increase the performance of prefetching
instructions in a microprocessor, conditional branch instructions need to be predicted correctly
well in advance. Based on the history of the outcomes of a conditional branch in previous
encounters, the processor predicts the value of the branch for the current state. Branch
prediction is an interesting problem for online ensemble learning due to the time and space
constraints imposed in the problem and the highly-parallel hardware architecture
implementation. The goal of the paper is not to improve or beat the current state-of-the-art
branch prediction architectures but rather explore the utility of online ensemble learning
methods.

The paper savers online versions of two offline ensemble learning algorithms; the
bagging algorithm and Qhe Arc-x4 algorithm (Breiman 1996b), which is a boosting algorithm. In
general, an online ensemble learning algorithm outputs an updated ensemble when provided
with inputs of an ensemble, a training instance and an online learning algorithm. The online
bagging algorithm applies a base learner to different sets. of training instances-inyparallel. The
online Arc-x4 algorithm is smgqgf%:if{\e version except the ensemble vote update
function used which is similar to the online bagging algorithm.
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The algorithms are trained usifig an online decision tree algorithm used as a base
learner. The paper uses a variant of,the ID4 algorithm (Schlimmer and Fisher, 1986) which allow
an existing tree to be updated ysing only new individual data instanceilitwmgio re-
ss_past instances. The afgorithms are appli o generate ensembles of decision trees
used on problems from matchine learning benchmparks and the domain of branch prediction.
The online Arc-x4 algorithrfi significantly improves the prediction accuracy over single decision
trees. Also, boosting produces ensembles of small tl'ees that often outperform large single trees

with the same number of nodes.
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The rest of the paper is organized a %elow. In Section 2, wg discuss the motivating
problem of branch prediction. In Section 3, we introduce online ensemble learning and our two
algorithms In Section 4, we describe our online decision tree base learner. In Sections 5 and 6,
we give our empirical results for boosting and bagging ensembles.
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Introduction

In computer architecture and CPU design, branch prediction is critical for the performance of the
execution pipeline. A good branch predictor implementation usually employs a combination of various
methods, but currently, very few of them are based on Machine Learning algorithms. The first Machine-
learning-based proposal is the Neural Branch Predictor (Towards a High Performance Neural Branch
Predictor, 1999), which was then followed up by other works. In this study, we initiate the application of
Ensemble learning in solving branch prediction problem. Moreover, until recently, Ensemble methods
have not been widely applied in online scenarios. Thus the problem is twofold interesting: how Ensemble
methods can fit into a resource-limited and real-time branch predictor, and how hardware-level
implementm advantage of Ensemble learning.

Ensemble learning is the family of machine learning methods where a base learner (or hypothesis) is
trained multiple times (on the same input data with some mechanism for variation). The results are
combined into it_:Qe ensemble hypothesis (by a majority vote, or by weights,...). Theorgtical and empirical
studies shzj‘ueé that Ensemble methods can achieve better performance compargdto other stan;alone

learning methods. Another big advantage is that Ensemble learner is very resistantito overfittin
which makes it attractive for online adaptive learning.

’
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However, applying Ensemble in branc iction is not straightforward. The implementation must reside
on the CPU, thus there is not enodgh space to track the states of complex ensemble hypothesis. This is
known as the resource constrain. The second limitation is the time constrain, the prediction must be given
as soon as a branching instruction is encountered, which means only a few pipeline cycles (in order of

nanoseconds). b € Q,\QB\,

ranch not take isions.
S typical for prediction proble oreover,
redictors, to allow a meaningful performance

We only consider two-label classification, equivalent to bra
Though not the most general ensemble scenario, this setti
we use the same feature space used by state-of-the-ar
comparison.

Due to the resource and time constrain, we choose the following setting for the study: Two online
ensemble methods which are the online Bagging and the online Arc-x4, one base learner which is the
decision tree ID4. We briefly discuss the reasoning as follow.

Offline ensemble methods are sequential, where a new hypothesis is learned at each iteration. If T is the
number of iteration, the ensemble will consist of T hypothesizes. As the sequential approach will not meet
the time constrain, we propose online ensembles where each hypothesis can be learned independently
and in parallel. The online algorithm is thus: maintaining a set of T hypothesizes, with T weights (or some
combination rule, i.e. majority vote). The other idea is to employ a predefine weight function, such that
when a new example arrives, we can generate different examples to train each hypothesis in parallel. Our
propose approach, for both online Bagging and online Arc-x4, has the space complexity of O(T) and the
time complexity of O(1).

\
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For the base learner, we only deal with two-class problem, thus a si

ple decision tree is good enough.
Given the resource constraift,_the tree should not be too_deep,/Moreover, as we aim at%ﬁiware a
implementation, the tree must have static allocation. Thus the well-known offline algorithm ID3 is not \g\\()"
suitable for the task. We consider ID4 and ID5, which are the online decision tree algorithms, and propose

a variation of ID4 with compromised complexity but significantly improved accuracg/- \r

With these settings, we conduct evaluation using the SPECint95 benchmark suite. Our methods are not
good enough compared to the state-of-the-art results, as here is just the first step in this new direction.
Focus on understanding the empirical results, our study shows that online Arc-x4 outperforyns online
bagging methods, and that ensemble decision tree outperforms single large one. Our results prgvide some
insight to the online ensemble problems in resource-constrained scenarios, which can be used as a first
step to further investigation.

The paper is organized as follows....... SO M S to
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Ensemble methods are learning algorithms that construct a set of classifiegg’and then classify new
data points by taking a (weighted) vote of their predictions Lil]—.\The power of ensemble algorithms
arises from the fact that in order for the classification task to be effective, the individual experts N
must exhibit some IMersity among themselves. The diversity in the clasgifiers — typically
achieved by using different training parameters for each cmlassifw '
generate different decision boundaries. If proper diversity is achieved, a differentiiror is made by

each classifier, Strategic combination of which can then reduce the total error [2]. The corelaind
N

In this work we follow a different path and expl'ore the utility of online ensemble learning b
approaches [3]. In onlimches training iﬁs?pances arebggggés%glable one at a time and é\“\\(;o_;\(_
hypotheses are obtained and updated aftewple. I-f wever such approaches suffer from C/\Q‘»\;/
resource and space constraints preventing the stream of the training instances.

Motivated by the problem of cﬁdiﬂmm

paid particular attention to the aforementioned limitations and introduced a parallel time and
space-efficient ensemble learning approach for online settings.

A branch predictor is a digital circuit that tries to guess which way a branch (e.g. an if-then-else

structure) will go before this is known for sure. The purpose of the branch predictor is to improve

the flow in the instruction pipeline. Thus, binary prediction is a binary feature space two-class 30(95- ’
concept learning problem in an online setting. Although it’s not our primary goal to improve the :
state-of-the-art branch predictors, our work contributes in this field since our predictors grow

linearly with the number of features considered and not exponentially exploiting at the same time

the utility of online ensemble methodsCVVe focused on a two-class problem with binary features k\:"\c)
and showed benefits similar to those shown previously for offline ensembles. ) (36

To address some problems introduced by single-update/sequential approaches we opted for a Q'(‘/S‘\)\
parallel-generation multiple update approach. Freund [4] described a version of boost-by-majority :
(BBM) boosting algorithm which improved the accuracy of algorith or Jearning binary concepts.

We follow a different path and propose an online boosting b ilte\ring ramework which can be

viewed as a parallel-generation multiple-update variant of the algorithm that uses Arcx4-style

instance weighting as proposed by Breiman [5]. Breiman introduced Arcx4 algorithm which is a \/

boosting algorithm to investigate whether the success of AdaBoost roots in its technical details or in

the rﬁiampling scheme it uses [7]. COQ“\'&K\ G§V’/

e Qaxesf
I}esides the aforemeéntioned boosting approach we also (discuss dn online bagging-style ensemble

approa::h and in both cases we present empirical resultsT online ID4-like decision tree learners.
The proposed decision tree algorithm is a variant of the original 1D4 introduced by Sclimmer and

B QOLV\J‘ \‘POr& C;-°)‘ L’Q’K "
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Fisher [GJ.Mncrementally updates a decision tree by maintaining an estimate of the split criterion
of each feature at each node and using these estimates to dynamically select the split feature as
well as to prune the tree. Our variant avoids feature discarding which is a common phenomenon in
the original ID4 and the empirical results we report for Arc-x4 achieve significantly higher accuracies
compared to single trees. Our investigation showed that ensembles of small trees tend to

outperform single large trees. 2ax Co ra\ D\ 2o, (§) (‘\}\ .& Q) Q_M é% A 9>

The rest of this paper is organized as follows. In Section 2, we offer a discussion the branch
prediction which is the problem we motivated by. In Section 3, we introduce ensemble learning and
the two algorithms that were employed for the purposes of this paper. Section 4 covers the online
decision-tree base learner and finally in Section 5, we provide our empirical results for the two
ensemble approaches (boosting and bagging).
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Abstract

N\
braw F‘PﬂQ.é\O\\O\" ) ))
Applications such as predicting instructions that will be needed in microprocessor or other
e ————
computer architecture issues require oniine g techniques with time and space constraint.

In other words, learning algorithms that can achieve predicting conditional branch outcomes with

high hardware efficiency is needed. Some related work has been done, including an online
N@b ens.Qle learning framework called “boost by filtering”. This framework has inspiredour work,

V Q/‘D along with the boosting-style algorithm Arc-x4. A variant of ID4 decision tree algorithm is

\ proposed in this paper, which served as a base learner in the ensemble process, which is A
(—')Q’ \ conducted through two styles of online ensemble methods: boosting and bagging. Experiments (7

(D‘: \W U arein empirical way since otherwise it will be too computationally expensive and time consuming,
\D - _  so the result may not beat the state of the art. However, tha-main-centributien-ef this paper iste~
(bt ——5=/

- Y

reacH séveral important conclusions, one is that depth and ensemble size have great influence on
mhe prediction accuracy, and the other is that’ensembles of smaller trees outperform single deep
Qb\Q o \ trees with the same space requirementMAnd the experimental results also proved that the ID4
j - variant algorithm is important for both single-tree and tree-ensemble situations, and can satisfy

Jariant a
the constraints set by online approaches. (
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+ Conclusion

>
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A variant |D4 algorithm working in two kinds of ensemble Tearning approaches: boosting and
» D
bagging is proposed in thismering the hardware implementation requests, the
S Ak ,, S e g\
algorithm is parallel and high efficiency just like the framework “boost by filtering” and offline
-
y algorithm Arc-x4 on which our method is based, and thus the constraints of space and time of )
L

v ‘onlin predlctl s are satisfigd, and can be useful in practical applications. The
experimental results e proposed method has achieved significant

improvement of performance white -in both single-tree and tree-ensemble situations. And

on several familiar machine-learning benchmarks, the results also shown that ensembles of small

trees outperformed single large trees using same number of nodes, which is an important
conclusion that will particularly be useful in applications with prediction tasks with tight spatial

107

constraint
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Online Ensemble Learning: An Empirical Study @

s

Branch Prediction places tight time and space constraints on a ledrning algorithm due to which
predictions must be made in a few nanoseconds. The work in this paper is motivated by this
problem of predicting conditional branch outcomes in microprocessors. To achieve processor
speed up error rates of branch predictor must be reduced./Time and space efficient online (7 ]
ensemble approach is used to demonstrate ensemble nis~in online learning
settings like that of offline learners. Online Ensemble methods do not store training instances
due to resource constraints. Our online versions of ensemble, bagging and boosting algorithms
are triggered by boosting by filtering approach, offline bdgging and offline Arc-x4 algorithms
and ﬁl%mﬂ?e parallel-generation multiplg, update Approach wherein it trains multiple
ensemble members for each trainigg dnstance.Online fegision tree algorithm is used as base
learners to train the ensembles{ID4 algorithm wﬁm'ﬁaite—s‘a/de:ision tree is considered along
with warm-up, post-pruning an{l feature-switch suppression like novel extensions introduced to
it. Empirical results show that this extensions has significantly improved the ID4 classification
accuracy both for single trees and ensembles. We evaluate our boosting and bagging-style online
ensemble algorithms against instances of branch prediction problem drawn from computer
architecture benchmarks as well as online machine learning benchmarks. Results staie that
ensembles of online trees produced by Arc-x4 consistently pe etter th ine bagging
method and it also improv e errorr ingle online decision tree [earners. We even show
that ensembles achieve less reduced percent error using less space along with large ensemble of
small trees than small ensembles of large tress that use the same number of total tree nodes or ~
large single trees. Enhancement in predictive accuracy with respect to ensemble size for online D
baosti rithms is indicated. The evaluation demonstrates similar online performance gains iy
and'shows that ensemble methods are useful in meeting tight resource constraints\/

ABSTRACT

[ 4

Keywords: branch prediction, online ensemble learning, boosting, bagging, decision trees.

\/% gQ,\&::,Q,'_

Cotia Lk, @
3 \ @

bo More S() QuC__




KAJOL ADVANCE MACHINE LEARNING 1358284

Online Ensemble Learning: An Empirical Study

C) QS Lb\,@)

Online ensemble learning overcomes the drawbacks in conditionall ch outcome predictions
which are bounded by time/space constraints. We have implemented two online ensemble
parallel-generation algorithms, ‘Online Bagging’ and ‘Online Arc-x4’. These ensemble
algorithms provide methods for invoking “base” learning algorithm multiple times thereby
combining the resulting hypothesis into an ensemble hypothesis. Online Arc-x4 uses the same
instance weight function used by offline Arc-x4 and same accuracy based voting weight function
online bagging to improve prediction accuracy over single trees. These approaches do not

/’I require stg;age_o(,triigirng,instaﬂms. In this paper we extended online decision-tree base
. -algorithm that1s ¥D4 To be used as base learner in our ensemble experiments which was useful
in gaining significant performance gains. After evaluating the results on online variants of
machine learning and instances of conditional branch outcome prediction it can be concluded
that Arc-x4 outperforms the online bagging method in mostly all experiments and improves
accuracy over gingleltrees as larger the ensemble size more is the reduction in error and better is
the accuracy? Finally, it was shown that large ensembles can improve testing error even when
training error has gone to zero and ensemble size mostly depends on number of training
instances. Thus it hds been demonstrated using empirical experiments that large ensembles of

small trees allow us fo achieve performance gain over small ensembles-of targe trees-that-use-the..

same_number of tothl nodes making-them-useful-in-domains-with-time-and_space constraints. /
s b of >

Also, ensembles allo P

CONCLUSION

s us to use the limited space more effectively by trading off depth for more
trees. Henceforth the goal to explore the ufility of The online ensemble learning has been
achieved. Future wprk in this area will mostly exploit the linear in feature space
dimension to explore the use of additjghal processor state to exceed the ¢ i

branch prediction.
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Abstract
We proposed online ensemble methods, motivated by the problem of predicting
conditional branch outcomes in microprocessors where time and space resources
are limited. We demonstrated that familiar ensemble performance gains could be
seen in online ensembles. Without loss of generality, binary online concept learning
problems with binary features were considered here. The base learner is an online
decision-tree extending ID4 specifically designed for our problem.

A variation of ‘boosting by filtering’ approach which generates ensemble members
in parallel is evaluated here. We adapt offline bagging and offline Arc-x4 to online
ensemble algorithms, and empirically evaluated our methods against both
frequently used computer-architecture benchmarks and several machine-learning
benchmarks. Our results show that, first, online Arc-x4 consistantly outperforms
online bagging methods. Second, the ensembles of online trees produced by online
Arc-x4 "boosting” significantly improve the error rate of single online decision-tree
learners. Third, ensembles of smaller trees often outperform larger trees given the

same number of tree nodes. ES 3 b e Q'\}“\ =
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Due to that little work has been dop€ on online ensemble learning. We aim to
provide a feasible, new online e¢fisemble methods that will provide similar
prediction advantage in offline engemble methods. A problem of branch prediction

was studied here. Due to its congftraint on resource (time/space), we only consider N
online ensemble learners thg do not store tralmng instances. “Boosting-by~ _
filtering : . evaldated—here~Due—t6 ability to generate ensemble "T')\
members in parallel aboosmw ing | eed is evident.

Based on the framework on 'boostmg by filtering’, we tested two new online
ensemble methods against both the branch prediction problem and machine-

learning benchmarks. We demonstrated that online Arc-x4 using ba§® learner of

increasing_the tree nu_r%_er_and decreasing the depth, the ensemble of smaller trees
often generate bett% result than large trees. Generally, our work demonstrated that

ensemble methods cquld be efficiently adapted in online settings to solve re¢source

prediction problem.
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Abstract

Ensemble methods such as boosting and bagging have been evaluated

extensively in offline setting and its benefits have been established. However,

very little work has been done in evaluating them in an online setting. In this

paper, we consider an online setting that is resource constraint, and it is

motivated by the problem of branch conditional prediction. We describe two

online ensemble algorithms: one inspired from offline bagging and one inspired X

by offline Arc-x4. We use ID4 as the base learner in the ensemble experiment. Q. A(‘D\-'
ID4 has been extended to avoid space costs of storing instances. These

extensions are the ability to-have advanced warm-up, post-pruning by subtree o
monitoring and feature-switch suppression by subtree monitoring. We evaluate 2 N
bbth bagManch prediction. Arc-x4 improves the accuracy S o
over the trees. We use four machine learning benchmarks to and show how the

error decreases as ensemble size increases. We compared the bagging algorithm
with Arc-x4 which showed weaker performance than the latter.

Conclusion

In this paper, we evaluate ensemble techniques in an online setting. We
presented two online ensemble algorithms: one inspired from bagging and the
other inspired from Arc-x4. Both have been designed considering memory
resource constraints and for tackling the branch conditional prediction. We also
extended ID4 base learner to resource bounded online settings which is one of
the motivation of this work. The evaluation of these algorithm show that Arc-x4
significantly outperforms bagging even though it didn’t necessarily beat the state
of the art in many cases. But the goal of this work isn't to beat the state of the art
but rather to evaluate ensemble methods in an online setting. This papersetsthe
graund to using e lied to man,

qund to using ensemble in an-online settingthateanbeapplied to many
Bwblems_m@f which is branch prediction that is presented-in-this-paper—
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Abstract:
Ensemble methods such as bagging and boosting’have gained popularity due to their
theoretical performance guarantees and stro experimental results. However, these
algorithms are mainly used in offline settings. In this paper, we study online ensemble
learning, which is motivated by the problem of predicting conditional branch outcomes in
multiprocessor architecture. Chiefly, time and efficiency are considered in our design of
online ensemble learning, and our result demonstrates that performance gains similar to
those observed in offline settings can be obtained. Moreover, we propose novel “parallel-
generation” online ensemble algorithms which are inspired by ‘boosting by filtering’
proposed by Freund, the offline ensemble method of bagging, as well as the offline boosting-
style algorithm Arc-x4. Furthermore, using a novel ID4-variant as the base learner, we
empirically evaluate our online ensemble methods against the branch prediction problems
d on&gre‘/variants of several familiar machine-learning benchmarks. And our results
é"}?dté‘fe ur algorithms in the following aspects: Our extensions to ID4 improve
performance in single trees and are critical to obtaining good performance in tree
ensembles; Also, our boosting-style algorithm online Arc-x4 consistently outperforms our
online bagging methods and significantly improve the error rate compared to single base
learners in most of our experiments; Finally, ensembles of small trees often-eutperform
large singl es that use the same total number of tree nodes—similarly, large ensembles
of small trees often outperform smaller ensembles of larger trees that use the same number
of nodes. These results show that our online ensemble method can be very applicable and
effective in domains where tight space and time constraifits exist, such asbranch prediction.

Keywords: ensemble learning, bagging, boosting, online ensemble learning, branch
prediction

Conclusion:

This paper has described two novel “parallel generation” online ensemble learning
algorithms-generic multiple-update online ensemble learning algorithm and online Arc-x4
algorithm. Inspired by offline ensemble methods of bagging and boosting respectively, the
proposed methods have an efficient parallel hardware implementation, which is extremely
important for domains such as branch prediction where tight space and time constraints
exist. Moreover, we use a novel variant of ID4 as base learner of our decision tree based
ensemble methods, and our results show that our ex@gi_ggm_gg:ggniﬁcantly improves
performance in both single trees and tree ensembles. Furthermore, inj order to justify our
methods, we apply them to branch prediction problems and online|variants of several
familiar machine-learning benchmarks. Our results indicate that lour boosting-style
algorithm online Arc-x4 consistently outperforms our online bagging mlethods. Online Arc-
x4 is also shown to significantly improve the error rate compared to sirjgle base learners in
most of our experiments. In addition, we show that ensembles of small trees often
outperform large single trees that use the same total number of tree nod es—similarly, large
ensembles of small trees often outperform smaller ensembles of largel trees that use the
same number of nodes. Last but not least, though the online boostingistyle algorithm we
present has not been proven to be a boosting algorithm in the theoretical sense, we provide
empirical result to justify their effectiveness. Also, as is demonstrated ir} this paper, online
ensemble learning methods have great potentials in domains with tight space and time
constraints such as branch prediction. Therefore, in future, we hope|our research can
motivate more researches about online ensemble learning. Y4
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