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In this task you will develop two different outlier detection techniques for a Houston Weather Dataset called HW2023; the objective is to find “unusual weather days” in this dataset. The Houston Weather dataset HW2023 reports maximum temperature, humidity, visibility, cloudiness, wind speed and cloudiness and rain for the 365 days of the year 2023:

Dataset Description:
The HW2023 Dataset has the following attributes:
DATE / nominal / Each record has a date starting from 01/01/2023 to 12/31/2023
cloudiness in percent
rain / continuous / inch / Amount of rainfall of the day; no entry means ‘no rain’ 
max_temp / continuous / Fahrenheit / maximum temperature of that day
wind_speed / continuous / mile per hour / wind speed at 3pm/ from 0 to 29
visibility / continuous / in meter
humidity / continuous / % / relative humidity at 3pm/ from 0 to 100

 In addition to the HW2023 dataset, we ask you to use a second 2D dataset called
SIMPLE (for which the “ground” truth is known) to test the two outlier detection techniques you will be developing. 

	Id
	Att1
	Att2
	OLS

	1
	2
	2
	

	2
	3
	3
	

	3
	4
	1
	

	4
	2
	2
	

	5
	2
	4
	

	6
	1
	3
	

	7
	7
	6
	

	8
	-17
	-19
	


Fig. 2: Dataset SIMPLE (the OLS column will be computed by the respective outlier detection technique)
Tasks:
a. Design and implement a density-based and a reconstruction-based[footnoteRef:1] outlier detection technique for the Houston Weather Dataset. The technique if applied to the Houston Weather Dataset should add a column to the examples in the dataset named OLS (Outlier Score) which contains a single number which measures the strength of our belief that the particular example is an outlier. In the case of a density-based outlier detection techniques the OLS attribute value will be the object’s density with respect to a density function which has been “fit” to the HW2023 dataset. In the case of reconstruction-based outlier detection techniques the OLS column will report the reconstruction error with respect to an autoencoder which has been learnt for the HW2023 data set. ******** [1:  Based on Autoencoder Neural Networks ] 

b. Apply the two outlier detection techniques to the HW2023 dataset; if your methods involve hyper parameters, apply the methods 3 times to the dataset using 3 different hyper parameter settings. ****
c. Sort the obtained augmented HW2023 Datasets using the OLS attribute. Discuss the top 4 examples of each augmented dataset; explain why you believe the particular examples were viewed as likely outlier. Also discuss the bottom two examples in each augmented dataset: try to explain why they were rated to be “most normal.***
d. Based on the results you obtained in the previous steps, evaluate and compare the two outlier detection techniques you developed. **
e. If necessary, enhance your two outlier detection techniques and redo steps a-d.
f. Write a 4-6-page (includes all visuals an tables) single spaced report which describes and explains the 2 outlier detection techniques you developed and which summarizes the main findings for steps b-e. Also provide some background for the autoencoder software you used and a description of the challenges you faced in using this software. ******
g. Include a single result for the SIMPLE Dataset (Id, Att1, Att2, OLS) for each outlier detection technique as an appendix in your report. 


The challenges of developing the two outlier detection techniques include: 
a. For the first method, you need to design a multivariate distance function and a multivariate density function that has been tailored to the dataset. Popular, density estimation techniques, such as non-parametric density estimation, rely on distance functions[footnoteRef:2] when estimating density; consequently, it is critical to have a “good” distance function embedded into the employed density estimation process.  [2:  However, other density estimation techniques do not employ distance functions; if you one of those techniques you do not need to design a distance function. 
] 

b. For the second method, you will need to familiarize yourself with autoencoders, select an autoencoder architecture and software, learn an autoencoder for the HW 2023 dataset and then add the outlier score column to the HW2023 dataset, reflecting the object’s reconstruction error. 



Optional Activities

90% of the available points will be allocated to completing the activities listed above. Additional points can be obtained by performing the following optional activities: 
a. Extending your outlier detection approach so that it is capable to detect contextual outlier (4% of the points are allocated to this optional activity)
b. Using two density estimations outlier detection approaches—instead of one— one of which uses mixtures of Gaussians and then conducting a comprehensive comparison between the two approaches (10% of the points are allocated to this activity)
c. Subdividing the datasets into 4 batches (First to 4th Quarter of the year) and then analyzing Outlier Drift[footnoteRef:3]. identifying outlier drift patterns between quarters 1/2, 2/3, 3/4 and 4/1, including summarizing the drift patterns between respective pairs of quarters (10% of the points are allocated to this optional activity).  [3:  Changes with respect to where in the attribute space outliers occur.  ] 


More Details for Tasks b and c. 
Task c Objective: Analyze how outlier characteristics change over different time periods in the weather dataset.

i. Divide the year 2023 into 4 quarters (Q1: Jan-Mar, Q2: Apr-Jun, Q3: Jul-Sep, Q4: Oct-Dec)
ii. For each quarter: 
- Apply both outlier detection methods independently
- Calculate the outlier rate (% of days flagged as outliers)
- Identify the top 3 most anomalous days in that quarter
iii. Compare results across quarters: 
· Does the outlier rate increase or decrease through the year?
· Are different weather features associated with outliers in different seasons?
· Are there "persistent outliers" that appear in multiple quarterly analyses?
iv. Deliverables; 
· A table comparing quarterly outlier statistics
· 1-2 paragraphs discussing patterns in outlier drift through the year
· Visualization showing how outlier scores trend over time

Task b Objective: Compare two different density estimation techniques for outlier detection in the weather dataset.

i. Implement two distinct density functions (one should be a Gaussian Mixture Model; the other should rely on non-parametric or naïve density estimation).
ii. For each density function:
· Apply it to the entire HW2023 dataset
· Calculate outlier scores (normalized 0-1, where 1 = most anomalous)
· Identify the top 10 most anomalous days
iii. Compare the two methods:
· How similar are their top 10 anomaly lists?
· What's the correlation between their outlier scores?
· Which weather features cause the biggest disagreements between methods?

iv. Deliverables for Task b: 
· A table comparing the top 10 anomalous days from each method
· A scatter plot of Method 1 vs Method 2 outlier scores
· 1-2 paragraphs discussing which method seems better for weather data and why.


 
Task 1 Submission Guidelines:
1. Name your python/R files to Task1-Firstname-Lastname.ipynb or any other appropriate extension. Add enough comments in your code for better understanding.
2. Name the pdf copy of your report Task1-Report-Firstname-Lastname.pdf carefully.
3. Add a README.md file on how to run your code.
3. Create a folder and name it COSC6335S26-Task1-Firstname-Lastname.The folder should contain python/R file, readme file and pdf copy of your report named correctly. Compress (zip) the folder and submit it to MS TEAMS.
4. Upload the zipped folder to the Assignment tab in MS Teams before the deadline.


Rubrics
i. 
	
	Level 0
	Level 1
	Level 2
	Level 3
	Weight

	Quality of the Distance function, if one is necessary   
	No Distance function  is presented
	The Distance function  is not very sophisticated and will produce wrong outputs in most cases
	The Distance function  is modestly sophisticated and will produce wrong outputs in some cases
	The Distance function  is very good
	5; if no distance function is necessary weight is O

	Quality of the Density function  
	No Density function  is presented
	The Density function  is not very sophisticated and will produce wrong outputs in most cases
	The Density function  is modestly sophisticated and will produce wrong outputs in some cases
	The Density function  is very good
	9

	Model/density -based outlier detection technique Correctness
	No Model/density -based outlier detection method is presented
	The Model/density -based outlier detection technique is fundamentally wrong and producing erroneous outputs
	The Model/density -based outlier detection technique is okay but can be improved
	The Model/density -based outlier detection technique is fundamentally correct
	4

	Model/density -based outlier detection technique Quality
	No Model/density -based outlier detection technique is presented
	The Model/density -based outlier detection technique is not very sophisticated and will produce wrong outputs in most cases
	The Model/density -based outlier detection technique is modestly sophisticated and will produce wrong outputs in some cases
	The Model/density -based outlier detection technique is very good
	7

	Description of the Autoencoder-based Approach
	
	
	
	
	3

	Quality of the Autoencoder based approach
	
	
	
	
	7

	Correctness of Step b
	
	
	
	
	3

	Quality of Step c
	
	
	
	
	7

	Description of Hyperparameter cand discussion of their role 
	
	
	
	
	2

	Quality of Step d
	
	
	
	
	3

	Report Writing Quality 
	No report is given
	The report is  poorly written with lots of mistakes and contains many redundant comments and bad organization
	The report quality is  moderate with some mistakes and contains a few redundant comments and okay organization
	The report is  very well written with no redundancy and good organization
	8

	Completeness of the Report
	
	
	
	
	8

	Quality and Transparency of the submitted code and the Readme File
	
	
	
	
	4

	Correctness of the Software you developed in the assignment
	
	
	
	
	8
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