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COURSE TITLE/SECTION: Machine Learning (COSC 6342) 
TIME: TT 1-2:30p

FACULTY: Christoph F. Eick


OFFICE HOURS: TU 1:30-2:30p TH 11a-noon
E-mail:  ceick@uh.edu



Phone:
33345 (use e-mail!!)

FAX: 33335
I. Course Machine Learning (COSC 6335)
A.
Catalog Description 
Cr. 3. (3-0). Prerequisite: MATH 3338 and graduate standing or consent of instructor. Concept learning, hypothesis spaces, decision trees, neural networks, Bayesian learning, computational learning theory, instance-based learning, genetic algorithms, rule-based learning, analytical learning, and reinforcement learning.
B.
Purpose

Machine Learning is the study of how to build computer systems that learn from experience. It
intersects with statistics, cognitive science, information theory, artificial intelligence, pattern recognition and probability theory, among others. The course will explain how to build systems that learn and adapt using real-world applications. Its main themes include:

1. Learning how to create models from examples that classify or predict.

2. Development of systems that learn in unknown and changing environments

3. Theory of machine learning

4. Preprocessing

5. Unsupervised learning and other learning paradigms

II.
Course Objectives
Upon completion of this course, students 
1. will know what the goals and objectives of machine learning are
2. will have a basic understanding on how to use machine learning to build real-world systems
3. will have sound knowledge of popular classification and prediction techniques, such as decision trees, support vector machines, nearest-neighbor approaches.

4. will learn how to build systems that explore unknown and changing environments
5. will get some exposure to machine learning theory, in particular how learn models that exhibit high accuracies. 
6. will have some exposure to more advanced topics, such as ensemble approaches, kernel methods, unsupervised learning, feature selection and generation, 
III. 
Course Content
I. Introduction to Machine Learning

II. Supervised Learning

III. Bayesian Decision Theory and Naïve Bayesian Approaches
IV. Parametric Model Estimation 

V. Dimensionality Reduction Centering on PCA

VI. Clustering1: Mixture Models, K-Means and EM 

VII. Non-Parametric Methods Centering on kNN and Density Estimation 

VIII. Clustering2: Density-based Approaches

IX. Decision and Regression Trees

X. Comparing Classifiers 

XI. Ensembles: Combining Multiple Learners

XII. Support Vector Machines
XIII. More on Kernel Methods 

XIV. Belief Networks

XV. Reinforcement Learning 
XVI. Neural Networks 
XVII. Computational Learning Theory 
IV.
Course Structure

23 lectures

2-3 exams

3 course projects 
1 student presentation 

V.
Textbooks
Required Text: 

Ethem Alpaydin, Introduction to Machine Learning, MIT Press, 2010

VI
Course Requirements

There will be two projects that will require some programming / using machine learning tools and a non-programming group project in which groups write a report and give a presentation centering on some subtopic of machine learning. The group project will occur in March, whereas the two other projects are scheduled for February and April 2011.
VII.
Evaluation and Grading

Course Project: 30-37% 
Exams: 61-68% 
Class Participation: 1%
Each student has to have a weighted average of 74.0 or higher in the exams of the course in order to receive a grade of "B-" or better for the course. Students will be responsible for material covered in the lectures and assigned in the readings..
Translation number to letter grades:
A:100-90 A-:90-86 B+:86-82 B:82-77 B-:77-74 C+:74-70
C: 70-66 C-:66-62 D+:62-58 D:58-54 D-:54-50 F: 50-0 

Students may discuss course material and homeworks, but must take special care to discern the difference between collaborating in order to increase understanding of course materials and collaborating on the homework / course project itself. We encourage students to help each other understand course material to clarify the meaning of homework problems or to discuss problem-solving strategies, but it is not permissible for one student to help or be helped by another student in working through homework problems and in the course project. If, in discussing course materials and problems, students believe that their like-mindedness from such discussions could be construed as collaboration on their assignments, students must cite each other, briefly explaining the extent of their collaboration. Any assistance that is not given proper citation may be considered a violation of the Honor Code, and might result in obtaining a grade of F in the course, and in further prosecution. 
Policy on grades of I (Incomplete): A grade of ‘I’ will only be given in extreme emergency situations and only if the student completed more than 2/3 of the course work.
VIII.
Consultation
Instructor: Dr. Christoph F. Eick 
office hours (589 PGH): TU 2:30-3:30p and TH 11a-noon
e-mail: ceick@cs.uh.edu
class meets: TU/TH 10-11:30a in 347 PGH
Addendum: Whenever possible, and in accordance with 504/ADA guidelines, the University of Houston will attempt to provide reasonable academic accommodations to students who request and require them. Please call 713-743-5400 for more assistance.

