Dr. Eick

COSC 6342 2011 Final Exam Review List
Scheduled for Th., May 12, 2-4:05p

in 202 SEC
last updated: May 5, 2011, 4p
The exam will be open notes and books. In more detail the Final exam will cover:

Relevant Topics: 
1. Introduction to Machine Learning? What is Machine Learning? (Textbook pages, class transparencies covering this theme)

2. Overfitting, Underfitting, generalization error, bias, variance (transparencies (might not be listed below) and pages in textbook which cover these topics)

3. PCA (class transparencies, Shlens PCA Tutorial, textbook pages)

4. DBSCAN (class transparencies, DBSCAN article), K-Means (class transparencies only)

5. Decision Trees/Regression Trees (class transparencies, textbook pages)
6. Reinforcement Learning (class transparencies, Kaebling article but only those parts covered in the class transparencies)
7. Support Vector Machine/ Kernels (class transparencies, textbook pages, first 1.5 pages Smola/Schoelkopf Tutorial on SV regression,
Wikipedia webpages which are referenced by the class transparencies)

8. Ensembles (class transparencies, mandatory Wikipedia pages listed on the first transparency)

9. Comparing Classifiers (N-fold cross validation, ROC curve, create a ROC curve for an example; nothing else)
10. Belief Networks (Basic Properties; what can they do? How are the different from Naïve Bayesian Approaches? Look also at http://en.wikipedia.org/wiki/Bayesian_network (just through the example!)) 

There also will be on essay-style question in the exam! 

The exam is open book and notes. The following pages of the textbook are relevant for the 2011 final exam: 1-14, 37-43, 73-84, 113-120, 185-197, 309-337, 483-493, pages which discuss bias/variance/noise/overfitting/underfitting.
Transparencies: The transparencies listed below and those which cover overfitting, bias, and variance are relevant for the exam.

Topic 1: Introduction to Machine Learning(Eick/Alpaydin Introduction, Tom Mitchell's Introduction to ML---only slides 1-8 and 15-16 will be used)
Topic 4: Using Curve Fitting as an Example to Discuss Major Issues in ML 

Topic 6: Dimensionality Reduction Centering on PCA (PCA Tutorial)
Topic 7: Clustering1: K-Means (Introduction to Clustering, Modified Alpaydin transparencies (K-Means only!!)) 
Topic 9: Clustering 2: Density-based Clustering (DBSCAN paper)

Topic 10: Decision Trees
Topic 11: Comparing Classifiers 
Topic 12: Ensembles: Combining Multiple Learners for Better Accuracy 
Topic 13/14: Support Vector Machines / Kernels (Eick: Introduction to Support Vector Machines, Alpaydin on Support Vectors and the Use of Support Vector Machines for Regression, PCA, and Outlier Detection (only transperencies which carry the word "cover" will be discussed), Smola/Schoelkopf Tutorial on Support Vector Regression, Vasconcellos transparencies covered in lecture)
Topic 18: Reinforcement Learning (Eick on RL---try to understand those transparencies; Kaelbling's RL Survey Article---read sections 1, 2, 3, 4.1 and 4.2 centering on what was discussed in the lecture).
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