Dr. Eick

COSC 6342“Machine Learning” Assignment1 Spring 2011
Due: Problems 1-8 are due We., Feb. 16, 11p; problem 9 is due Sa., Feb. 19, 11p.
Last updated: February 8, 9a
1. Show that an rectangle cannot shatter five points. Hint: Give a counter example, using the 5 points on the lecture transparency! Counter Example!
2. One major challenge when learning prediction and classification models is to avoid overfitting. What is overfitting? What factors contribute to overfitting? What is the generalization error? What is the challenge in determining the generalization error? Briefly describe one approach to determine the generalization error. 8-12 sentences!
3. Derive equation 2.17; the values for w0 and w1 which minimizes the squared prediction error!
4. A lot of decision making systems use Bayes’ theorem relying conditional independence assumptions? What are those assumptions exactly? Why are they made? What is the problem with making those assumptions? 3-6 sentences!
5. Assume we have a problem in which you have to choose between 3 decisions D1, D2, D3. The loss function is: (11=0, (22=0, (33=0, (12=1, (13=1, (21=5, (31=5, (23=1, (32=2; write the optimal decision rule! Decision rule! ((ik choosing Ci when the correct answer is Ck.
6. What does bias measure; what does variance measure? Assume we have a model with a low bias and a high variance—what does this mean? 3-4 sentences!
7. Maximum likelihood, MAP, and the Bayesian approach all measure parameters of models. What are the main differences between the 3 approaches?  3-6 sentences!
8. Solve problem 4.10.6 in the textbook! Some hint will be given in Thursday’s lecture! Give the non-probabilistic decision rule
 assuming: p(x|C1)~((0,1);  p(x|C2)~((1,4) Decision rule!
9. Assume we have a dataset with 3 attributes and the following covariance matrix (:

                    1  0  0

                    0  4  -3

                    0  -3  9

a) What are the correlations between the three attributes?
b) Assume we construct 3-dimensional normal distribution for this dataset by using equation 5.7 assuming that the mean is (=(0,0,0). Compute the probability of the three vectors: (1,1,0), (1,0,1) and (0,1,1)!
c) Compute the Mahalanobis distance between the vectors (1,1,0), (1,0,1) and (0,1,1). Also compute the Mahalanobis distance between (1,1,-1) and the three vectors (1,0,0), (0.1.0). (0,0,-1). How do these results differ from using Euclidean distance? Try to explain why particular pairs of vectors are closer/further away from each other when using Mahalanobis distance. What advantages do you see in using Mahalanobis distance of Euclidean distance?

� Write the rule in the form: If x>…then…else if …else…!
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