Dr. Eick

COSC 6342“Machine Learning” Homework2 Spring 2011
First Draft
Due: all graded problems (10, 11, 13, and 14) are due Mo. March 7, 11a; problem 10b can be submitted after Spring Break, but try your best to submit on Monday! 
Last updated: March 3, 10a
10) PRINCIPAL COMPONENT ANALYSIS 
i) What is the main difference between principal component analysis and subset selection?
ii) Compute the first principal component for the covariance matrix of Problem 9 (use any procedure you like). What percentage of the variance does the first principal component capture? Interpret your result! 
11) K-Means and EM 
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a) What is the meaning of b_it and h_it in the minimization process of K-mean’s/EM’s objective function? What constraint holds with respect to h_it and b_it? 
Remark: b_it means          h_it means
b) Why do K-means and EM employ an iterative optimization procedure rather than differentiating the objective function and setting its gradient to 0 to derive the optimal clustering? What is the disadvantage of using an iterative optimization procedure? 

c)  EM is called “a soft clustering algorithm”—what does this mean? 

d) What are advantages you see in using EM over K-means?

e) Assume you cluster a 2-dimensional dataset with K-means with k=2 using Manhattan distance as your distance function and the initial clusters are:
Cluster1: {(8,8), (8,7), (1,1)}  Cluster2:= {(5,4), (2,3), (2,2)}
What clusters will K-means compute in his next iteration! Give all steps of the computation! 
12) kNN [8] (not graded)
a) Selecting the proper value for the number of neighbors k is a critical problem when using kNN to solve real-world problems. What approach could be used to select k? [2]

b) Compare kNN with parametric classification approaches. What are the main differences between the two approaches?  
c) kNN is a lazy classifier; what does this mean? What are the advantages/disadvantages of using lazy classifiers? 
13) Non-Parametric Density Estimation 

Assume we have a one dimensional dataset containing values {2, 3, 7, 8, 9, 12}
i. Assume h=2 for all questions (formula 8.2); compute p(x) using equation 8.2 for x=8 and x=12

ii. Now compute the same densities using Silverman’s naïve estimator (formula 8.4)!

iii. Now assume we use a Gaussian Kernel Estimator (equation 8.7); give a verbal description and a formula how this estimator measures the density for x=11
iv. Compare the 3 density estimation approaches; what are the main differences and advantages for each approach?
14) Decision Trees

a) We would like to predict the gender of a person based on two binary attributes: leg-cover (pants or skirts) and beard (beard or bare-faced). We assume we have a data set of 20000 individuals, 16000 of which are male and 4000 of which are female. 80% of the 16000 males are barefaced. Skirts are present on 50% of the females. All females are bare-faced and no male wears a skirt.

i) Compute the information gain of using the attribute leg-cover for predicting gender! Just giving the formula that computes the information gain is fine; you do not need to compute the exact value of the formula! Use H as the entropy function in your formula (e.g. H(1/3,2/3) is the entropy that 1/3 of the examples belong to class1 and 2/3 of the examples belong to class 2). 

ii) Computer the information gain of using the attribute beard to predict gender! 
iii) Based on your computations which of the two tests would you use as the root test of a decision tree which predicts gender.

b) Why do MANY decision tree learning algorithms grow the entire tree and then apply pruning techniques to trim the tree to obtain a tree of smaller size? [3]

c) The decision tree learning algorithm is a greedy algorithm. What does this mean? What is the reason that most decision tree learning algorithms are greedy algorithms?

Gain(Skirt={yes,no})=H(4/5,1/5)(1/10*H(0/1)+ 9/10*H(8/9,1/9)
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