Dr. Eick

COSC 6342“Machine Learning” Homework 3/4 Spring 2011
Due:  Submit problems 15-18 and problem 10b from Homework2 by Mo., April 25, 11p, submit all other problems by Fr., April 29, 11p.
Remark: more problems might be added but those will be not graded.
15) Regression Trees

Assume you create a regression tree for a function with one input variable x and the output variable is y, and the current node contains (in (x y) form) the following 4 examples: (1.1 7), (1.2 9), (1.4 19), (1.5 21). What test condition would you generate assuming the node is split?
16)  DBSCAN

How does DBSCAN form clusters? What are the characteristics of an outlier in DBSCAN?

17) Ensemble Methods 

a) What is the key idea of ensemble methods? Why have they been successfully used in many applications to obtain classifiers with high accuracies? 

b) In which case, does AdaBoost increase the weight of an example? Why does the AdaBoost algorithm modify the weights of examples? 
18) Support-Vector Machines
a) The Top Ten Data Mining Algorithms article says about SVM: “The reason why SVM insists on finding the maximum margin hyperplanes is that it offers the best generalization ability.”  Explain why having wide margins is good! 
b) The soft margin support vector machine solves the following optimization problem:
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What does the first term minimize? What does (i measure (refer to the figure given below if helpful)? What role does the parameter C play? 
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c) Why do most support vector machine machines map examples into a new feature space which is usually higher dimensional. What is the motivation for doing that? 

d)  The following questions refer to SV regression. Why does the approach use two error variables 
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 which measure error and two constraints, instead of one as the support vector machine classification approach does? What are the characteristics of examples that have an error of zero(both error variables are 0? What are the characteristics of regression functions the SV regression approach generates?
19) Kernels
a) Assume you want to use kernels to generalize a machine learning techniques T; what property must T have so that this is possible?
b) How is kernel PCA different from ordinary PCA? 

c) The Vasconcelos lecture shows how K-means can be generalized to use kernels. What is the advantage of a version of K-means which supports kernels? What is lost(are there things you can no longer do with the new version of K-means or things which have to be done differently from traditional k-means?

d) Assume k1 and k2 are kernel functions. Show that 

k(u,v)=k1(u,v)+k2(u,v) 

is a kernel function!  (idea: construct (). This problem is potentially challenging; try your best to solve it!
20) ROC Curves 
a) Create the ROC-curve for the following classifier based on the results of applying a support vector machine classifier
 to the following 4 examples [4]:

	Example#
	Classifier-Output
	Selected 

Class
	Correct Class

	1
	-0.25
	
	

	2
	-0.02
	
	

	3
	+0.03
	+
	+

	4
	+0.23
	+
	+


b) Interpret the ROC curve! Does the curve suggest that the classifier is a good classifier? 
� We assume that the classifier assigns class ‘+’ to an example if the returned value is greater 0, and class ‘-‘, otherwise.
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