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Fall 2025

Clustering with K-means and DBSCAN
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Figure 1: Complex9_gn8 DBSCAN Clustering Result


Individual Task 5 (150 pts)

Last Updated: Nov. 3 at 1p; Due date: Tu. Nov. 25, end of the day 

Responsible TA: Athina Bikaki (abikaki@cougarnet.uh.edu) 
Office hours: MO 2-3p/ TH 8:30-9:30a (MS Teams)


Learning Objectives

1. Learn to use popular clustering algorithms, namely K-means and DBSCAN 
2. Learn how to summarize and interpret clustering results
3. Learn to write analysis and evaluation functions that operate on top of clustering algorithms and clustering results
4. Learning how to interpret unsupervised data mining results





Activity 1: Implement the Purity measure (10 pts)

Write a function purity(a, b, outliers=FALSE) that computes the purity of a clustering result based on an a priori given set of class labels, where a gives the assignment of objects in O to clusters, and b is the “ground truth”.  

Purity is defined as follows: 

Let O be a dataset
X={C1,…,Ck} be a clustering of O with CiO (for i=1,…,k), C1…CkO   and CiCj= (for i j)

PUR(X)= (number_of_majority_class_examples(X)/(total_number_examples_in_clusters(X))

A perfect clustering has a purity of 1.

If the selected clustering algorithm supports outliers, outliers should be ignored in purity computations; if you use R-clustering algorithms, you can assume that cluster “0” contains all the outliers, and clusters 1,2,…,k represent “true” clusters. In Python, the cluster with labels “-1” contains all outliers.
Suppose the parameter outliers is set to FALSE. In that case, the function returns a floating point number of the observed purity, if parameter outliers is set to TRUE the function returns a vector: (<purity>,<percentage_of_outliers>), e.g., if the function returns (0.98, 0.2) this would indicate that the purity is 98%, but 20% of the objects in dataset O have been classified as outliers.

For the report:
a. Describe your function using pseudocode 📝 ➡️ 💻 


Activity 2: Clustering with DBSCAN (55 pts)

Develop a search procedure that looks for the “best” clustering by exploring different values for the (MinPoints, epsilon) parameters of DBSCAN for the Complex9_gn8 dataset. The procedure should find hyperparameter values that maximize the purity of the obtained clustering, subject to the following constraints:

i. There should be between 3 and 13 clusters
ii. The percentage of outliers should be 15% or less. 

The procedure returns the “best” DBSCAN clustering found and the accomplished purity as its result[footnoteRef:1]. Please limit the number of evaluated pairs (MinPoints, epsilon) to at most 5000 in your implementation!  [1:  It should report the number of clusters obtained and the percentage of outliers as well. ] 


a. Explain how your automated parameter selection method works 📖
b. Demonstrate your automated procedure using pseudocode 📝 ➡️ 💻 
c. Visualize and interpret the best clustering you have found  🟢🟣🔴
Activity 3: Clustering with K-means (55 pts)

In this activity, we will run K-means for the Complex9_gn8 dataset. We will use the SSE curve to determine the optimal number of clusters. Run K-means for 2 ≤ k ≤ 13 and compute SSE and purity for each clustering. Create two plots 📉 of the number of clusters k versus SSE and purity, similar to:

[image: ]
Figure 2: Cluster validity from course slides, 
Internal measures, SSE (slide# 14) [1]. Red circles 
indicate potentially optimal K values (known as elbow points).

Inspect the visualization and select k where the gradient flattens or forms an “elbow” shape for the SSE plot (also known as the Elbow method). There might be more than one such point (see the example in Figure 2). Interpret the purity plot.

For the best k (number of clusters) you have found, 
a. Report the cluster centroids, the SSE, and the purity 📝
b. Visualize and interpret the clustering  🟢🟣🔴
c. Discuss the clusters that were found between the two clustering algorithms you have used – DBSCAN and K-means, and assess which clustering algorithm did a better job with the dataset 🤔


Activity 4: Mini insights (30 pts)

Please prepare a mini-report in PDF format that includes the following:
a. A short description of your methods for the three activities of Task 5
b. Answers to the questions for each activity (i.e., 1a, 2a, 2b, 2c, 3a, 3b, 3c) 


Datasets 

In this task, you will use the Complex9 dataset with 8% Gaussian noise(Complex9_gn8), a 2D spatial dataset available at the course’s website: https://www2.cs.uh.edu/~ceick/DM/complex9_gn8.txt. 

The last attribute of the dataset represents the class variable, which should be ignored during clustering; however, the class variable will be used in the post-analysis of clusters generated by running K-means and DBSCAN.


Submission requirements

You may use any programming language or tool of your choice (e.g., Python, R, Excel) to complete the work. Please submit the PDF document along with a zip file that includes the source code for Task 5. 


Late submission policy 

Please check the late submission policy at the course’s website https://www2.cs.uh.edu/~ceick/UDM/COSC3337.html 
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