COSC 4368 (Fall 2025)
Review List for Exam2
Dec. 4, 2025 2:30p
 
The 4368 final exam will take 75 minutes and is open-books and notes and takes p. We suggest you bring calculators! You will take the exam in the same classroom you took the Oct. 16 midterm exam/ 

The second exam will be similar to the midterm exam. However, you will t be asked to write an essay! Moreover, there is more additional reading material, as in the second half of the semester there was less coverage of the course textbook!

Relevant slide shows, articles and videos, pasted from the COSC 4368 Website which are relevant for the Dec. 4 exam are listed below.

· 2025 Machine Learning Coverage:
· Reinforcement Learning: RL1 (Introduction to Reinforcment Learning), Deep Reinforcement Learning: Neural Networks for Learning Control Laws (by Steve Brunton; will watch the first six minutes of this video which introduces deep reinforcement learning,) The exam will only cover q-learning and SARSA and maybe ask a basic question about Deep Reinforcement Learning. 
· Neural Networks: Introduction to Neural Networks (taught on October 2, 2025), NN1 (3blue1brown: What is a Neural Network? (suggest you watch this video, if you did not have any exposure to NN before)), 2023 Neural Network Lecture (Dr. Eick's "old" 2023 NN slides), . Convolutional Neural Networks(CNN CNN Article). All material listed here will be relevant for Exam2. 
· 2025 Deep Learning: (Diffusion Models (Raunak's Nov. 4 Lecture; the first 35 slides were covered in the lecture; last slide has link to code);  Mahin's Autoencoder Lecture  There might be questions/problems concerning Task5 and close to 20% of the exam points are allocated to diffusion models/Task5! 10-12% of the exam questions are allocated to autoencoders
· 2025 Reasoning in Uncertain Environments Transparencies
· Review Probability Theory
· Naive Bayesian Approaches: Bayes' Theorem"  
· Dr. Eick's Computations in Belief Networks and Updated Group L slides.  You should know about the basic properties of BBN, d-seperation and be able to conduct basic probability computations. About 18% of the exam questions are allocated to this theme. 
· HMM: Dr. Eick's Hidden Markov Model Slides and Daphne Koller's Introduction to Hidden Markov Models Video  You should know what HMMs  are and what they can be used for; know the forward/backward algorithm, and know what the Viterbi algorithms is used for; however, we will not ask any questions about technical aspects of the Viterbi algorithm. About 11% of the exam questions are allocated to this topic.  
· 2025 Societal and Ethical Issues of AI and AI Politics
· Organization of this Part of the Course and Discussion Questions about some of the Videos Listed Below (will be discussed in class!)
· Human Do not Need to Apply (a video that analyzes the influence of AI on jobs)
· The AI Arms Race (added on Nov. 18, 2025)

You will be asked to write an essay (11-13 sentences) about societal, ethical and pollical aspects of AI; you will be given 3 topics to choose from. About 20% of the available Exam2 points will be allocated for this task. 

Additional Reading Material (please read!): 
Autoencoders: 
Introduction to autoencoders.
https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73
Language Model:  https://www.altexsoft.com/blog/language-models-gpt/

Diffusion Models: DF_Reading.pdf (uh.edu)

https://www.assemblyai.com/blog/diffusion-models-for-machine-learning-introduction

Relevant material from the Russel textbook (Fourth Edition)
Chapter 12: 397-402
Chapter 13: 412-416
Chapter 19: 665-669
Chapter 21: 750-756, 778
Chapter 22: 789-803

