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COSC 6368 Review
Problems taken from old Exams
2) Learning in General [8]
a) What is the main differences between reinforcement learning and inductive learning? [3]

reinforcement learning: the correct answer to a problem is not known, environmental feedback can only be obtained by performing a particular action (feedback for other possible actions is not known in this case).
Inductive learning: usually works on training sets that contain examples for which the feedback for all possible actions is known in advance.
b) Assume a data set for a classification task, such as the NBA dataset, is given. Is it always possible to obtain a decision tree that classifies all the examples in the data set correctly (achieving a training performance of 100%)? If it is not always possible, specify under which conditions it is possible! Give reasons for your answer! [5]

No, if the training set contains inconsistent examples (examples that have identical attributes but different class labels); if the training set does not contain any inconsistent examples a training accuracy of 100% can be achieved…
2) Reasoning with Probabilities; Bayes’ Theorem [9]
a) Assume we have 3 symptoms S1, S2, S3 and the following probabilities: P(D)=0.02 P(S1)=P(S2)=P(S3)=0.01; P(S1|D)=0.1; P(S2|D)=0.02; P(S3|D)=0.002. How would a naïve Bayesian system compute the following probability [2]?

P(D|S1,S2,S3)=…

b) Now assume the following additional knowledge has become available: P(S1,S2)=0.0002; P(S3|S1,S2)=0.08; P(S1,S2,S3|D)=0.000032; how would you use this information to make a “better” prediction of P(D|S1,S2,S3)? [3]

P(D|S1,S2,S3)=P(D,S1,S2,S3)/P(S1,S2,S3)= (P(D)*P(S1,S2,S3|D))/((P(S1,S2)*P(S3|S1,S2))=…
c) How can the discrepancy in the prediction in the cases a) and b) be explained? Why are the numbers you obtain different? What does this discrepancy tell you about naïve Bayesian systems in general? [4]

The results are different because Naïve Bayesian systems assume that S1, S2, and S3 are independent and that S1|D and S2|D and S3|D are independent, which is not the case in b; for example, it is no longer assumed that S1 and S2 are independent: P(S1,S2)=0.0002≠0.001=0.01*0.0.1=P(S1)*P(S2).
The predictions of naïve Bayesian systems can be incorrect, if the conditional independence assumptions do not hold. 
6) Perceptron [7]

Will a perceptron be able to learn the function X=f(a,b,c) given below? Give reasons for your answer!
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Consider the 4 points for which c=0 that are located as follows in the 2D space
                     a=0                                      a=1
b=0                O                                         1
b=1                 1                                         0

this subset is not linearly separable (it computed the negated either-or function); therefore, the complete set is not linearly separable.
Is it possible to approximate the function with a multi-layered perception with a step activation function?
Solution Sketch: Yes, write the function as a logical expression (e.g. in conjunctive normal form and use the functions given on page 7.38 to express the function)

7) Backpropagation in Neural Networks [12]

a) Assume a neural network with the architecture specified below that uses the sigmoid activation function is given; assume that the backpropagation algorithm is used and the current weights of the neural network are: w13=w34=1 w12=w24=0.5 and the learning rate is 0.2. How would the neural network algorithm update the weights w12 and w24 for the training example (I1=1, a4=0.5) --- that is for the input 1 the “correct” output is 0.5? [9]


Be prepared to solve a problem of this nature
b) Does the back propagation algorithm, when run until a minimum is reached, always find the same solution, no matter what the initial sets of weights are? Give reasons for your answer! [3]

Back propagation employs a steepest decent hill climbing algorithm; therefore, it is not garanteed to reach the global minimum, if the function it minimizes is multi-modal (has more than one minimum)
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