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ABSTRACT

Comprehending the quality of links in diverse temporal and spatial environments is one of the critical steps in
enhancing the performance of wireless applications. The increasing prevalence of ultra-wideband (UWB) radios
in Internet of Things (IoT) applications for their precise ranging and localization capabilities, emphasizes the
need to investigate the link quality (LQ) of UWB radios across different radio configurations, temporal settings,
and spatial conditions. While previous observations studied the impact of these factors on LQ and its effect on
communication, their practical applicability was limited and primarily focused on ranging and localization. Our
first work in this study enhances the performance of previous adaptive-PHY layer algorithms by exploring and
using intermediate radio configurations to enhance LQ. Additionally, we explore other LQ factors, previously
studied in different wireless radios, in the context of UWB networks. The insights obtained from this study

hold the potential to enhance the overall performance and efficiency of UWB applications.

1. Introduction

Indoor localization and ranging have become the cornerstone for
many Internet of Things (IoT) applications. To address this need, the
IEEE 802.15.4a standard and its later version, IEEE 802.15.4z, define a
PHY layer called ultra-wideband (UWB), designed for precise localiza-
tion and ranging. Major companies such as Apple, Samsung, NXP, and
Decawave (now Qorvo) have integrated UWB radios into their products
for applications related to localization and ranging. In addition to these
primary use cases, researchers have also suggested using these radios
for data communication among nodes in the network [1,2]. With this
trend, the number of UWB-equipped devices will increase dramatically.
As the number of UWB devices and applications grows, the need for
high-performance protocols emerges to manage the network efficiently.

The quality of communication in wireless links is one of the essential
performance factors in IoT applications, as it determines the probability
of packet reception. Environmental factors create temporal and spatial
dynamics that affect the quality of communication links. Researchers
have developed real-world testbeds to study the impact of these factors
on link quality (LQ) in different wireless technologies [3-6]. These
studies have also provided guidelines to enhance LQ in the network to
improve performance. A common approach to improve LQ is to modify
the radio configuration. Adaptive PHY-layer approaches dynamically
adjust the radio configuration to maximize performance based on the
LQ of the links and the transmission cost of the packets.

With more than 25000 different radio configurations, UWB radios
provide a wide range of LQs and transmission costs for IoT applications
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to improve performance. Researchers have studied the impact of each
PHY-layer parameter on link quality [7,8]. UWB chip manufacturers
have also provided guidelines on radio configuration for different types
of localization and data communication applications [9,10]. Although
these studies were helpful on a preliminary basis, indicating the im-
portance of understanding UWB communication and link quality, they
need to be more comprehensive for most real-world implementations.
These evaluations partially explored the UWB configuration space,
offering limited radio configurations with low transmission cost or high
LQ. However, using these radio configurations for an adaptive PHY-
layer approach in UWB radio often results in sacrificing either LQ or
other performance factors. Therefore, the research literature on UWB
link quality has not yet been adequately explored compared to other
radios, or they are not publicly available to researchers.

The study of temporal and spatial dynamics on UWB links has
also been mainly limited to the ranging and localization capability
of UWB radio in different line of sight (LOS) and non-line of sight
(NLOS) conditions. Despite the importance of this topic, these studies
are limited in exploring other crucial link characteristics that play a
significant role in determining application performance, such as link
symmetry and link quality fluctuation, which are essential for wireless
applications.

To fill this gap, we conducted extensive experiments to observe
the link quality of UWB radios. The first group of our experiments
evaluated the impact of different UWB PHY-layer parameters on the
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LQ of UWB radios. Compared to previous studies [7-10], these ex-
periments explored a wider range of radio configurations, observing
LQ changes in different radio configurations. Instead of adopting the
specific radio configuration with the highest LQ, our proposed method
suggests an iterative config selection approach that finds the desired
LQ while reducing overall performance loss. In the second group of our
experiments, we derived inspiration from previous studies on LQ [3-6]
and conducted extensive research on link behavior in UWB networks.
We measured different temporal and spatial conditions to study LQ dis-
tribution, link symmetry, and LQ stability in UWB radio networks. Our
experiments were conducted in various environments, using the previ-
ous UWB standard (IEEE802.15.4a) and the latest (IEEE802.15.4z). Our
contributions are as follows:

+ Experimental study of the effect of the UWB radio configuration
on LQ.

» Experimental study of the behavior of UWB links across time and
space.

+ Designing an iterative config selection algorithm for improving
LQ while enhancing application performance.

2. Related work

The network community generally defines LQ as the ratio of re-
ceived packets. Based on LQ, they divided links into three major
regions [4,6,11]. The good quality links are those with an LQ of more
than 0.9. Links with LQ < 0.1 are considered bad quality links. The rest
of the links are intermediate quality links. We followed these guidelines
for our study.

Since radio signals travel through space, the dynamicity of the
environment impacts LQ. Understanding the behavior of the link under
these changes improves the performance of the network when design-
ing wireless applications or MAC protocols [3,4]. The Roofnet project
was an effort to improve the performance of the IEEE 802.11 mesh
network designed to provide campus-wide internet connection [3].

Researchers have also conducted empirical experiments on IEEE
802.15.4 radio, validating some of the design principles such as link
stability and link asymmetry used in designing wireless protocols for
this radio technology [5,6]. Both these works emphasized the impor-
tance of understanding link behavior in the performance of the network
application.

To improve the network’s performance, some wireless technologies
allow applications to change the radio configuration by modifying PHY-
layer parameters. In such technologies, different configurations exhibit
varying degrees of robustness against environmental factors like noise,
attenuation, and interference. Configurations with lower robustness
typically offer higher data rates, lower transmission power, and shorter
transmission times, resulting in optimal performance when LQ is good.
These configurations are also more susceptible to packet losses or
corruption in wireless links. Configurations with higher robustness
generally increase energy consumption and transmission time. How-
ever, when wireless links suffer from frame drops and retransmissions,
switching to these configurations can improve the performance by
reducing the ratio of packet drops.

Several studies have actively suggested dynamic adjustment of the
radio configuration to maximize network performance under varying
conditions. Related research in IEEE 802.11 proposed solutions modi-
fying data rate [12-14] or transmission power [15] to optimize network
performance in response to changes in LQ. Studying the impact of
radio configurations on LQ becomes crucial when wireless technologies
have numerous PHY-layer parameters. The exhaustive exploration of
all possible configurations within a reasonable time frame is infeasible
due to the vast configuration space. Studies have assessed the LQ for
1152 radio configurations in LoRa radios [16]. A similar investigation
in the context of visible light communication (VLC) examined the LQ of
6480 different configurations to evaluate the effect of each parameter
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Fig. 1. UWB frame structure.

on link quality [17]. In these works, researchers provided guidelines on
the impact of each radio parameter on LQ, narrowing down the search
space for finding the desired radio configuration within the application
context.

The existing literature on UWB LQ studies has utilized Channel
Impulse Response (CIR) to estimate the propagation of the signal in
space. Studies commonly used CIR to detect non-line-of-sight signal
propagation, which impacts the performance of ranging and local-
ization [18,19]. In addition to NLOS detection and mitigation, re-
searchers have also discussed UWB link reliability in the presence
of spatial factors such as constructive or destructive reflections of
the signal [8] or interference from WiFi 6E, operating on the same
center frequency as Channel 5 [7]. The research community has also
provided guidance on configuring the radio to enhance application
performance. Decawave suggests 16 different radio configurations for
its UWB radio chip (DW1000), depending on the wireless application
and communication range [9]. The DW1000 user manual [10] provides
recommendations on selecting PHY layer parameters to improve link
quality. Researchers have also conducted measurements to analyze the
impact of individual PHY layer parameters on link quality in both
previous and latest UWB standards [7,8].

In this study, our first goal is to improve the configuration selection
in UWB links. Instead of suggesting only a limited number of radio
configurations and abrupt changes to the PHY layer parameters, our
approach dynamically adjusts the UWB PHY layer parameters based
on the header and payload reception ratio. Our recommendations
guide UWB applications through configuration space, allowing them
to achieve the desired LQ while maintaining higher performance than
robust configurations. Secondly, we conducted an extensive study on
the link characteristics of UWB radio, similar to previous studies con-
ducted in the context of IEEE802.15.4 [5,6]. Our findings on UWB link
characteristics offer new insights not previously discussed in existing
UWB studies [7,8,18]. These observations are highly relevant and
beneficial for UWB applications, particularly in the areas of ranging,
localization, and data communication. To ensure the generalizability
of our conclusions, we developed testbeds in multiple environments.
Furthermore, we varied the number and placement of nodes in different
testbed configurations, enhancing the scalability and applicability of
our observations across various dimensions.

3. Background
3.1. UWB frame structure

Based on the Decawave documentation [10] and the standard [20],
the UWB frame consists of multiple parts, as shown in Fig. 1. The
synchronization header, which includes the preamble and the start
of the frame delimiter (SFD), detects the frame and synchronizes the
sender and receiver. The data portion of the UWB frame contains the
payload and the physical header (PHR).

3.2. Frame reception process in UWB radios

Fig. 2 presents the packet reception process flow chart in a UWB
receiver. The receiver must first detect the preamble for successful
packet delivery and synchronize with incoming symbols. If the receiver
fails to detect the preamble, packet reception will fail, resulting in an
LQ reduction. In some applications, if the receiver does not detect any
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Fig. 2. UWB frame reception flow chart.

preamble after a time, the radio returns a frame detection timeout
(RXFTO) error. Once synchronized, the receiver searches for the start of
the frame delimiter (SFD) while accumulating preamble symbols. If the
receiver fails to detect the SFD after spending a specific time collecting
preamble symbols, it generates an SFD detection timeout (SFDTO) and
terminates the reception with an error. Following the SFD, the receiver
captures the physical header (PHR) and the payload, both of which are
equipped with error check bits. If the checksum at the end of the PHR
does not match its content, the radio raises a Physical Header Error
(PHE). The receiver might also lose synchronization while collecting
payload symbols, leading to a Frame Sync Loss (FSL) error. The packet
reception is successful if the two-byte Cyclic Redundancy Check (CRC)
at the end of the payload matches the data. If there is a mismatch, the
receiver triggers the Frame Check Error (FCE).

3.3. UWB radio configuration

The IEEE 802.15.4a standard defines different parameters to con-
figure the radio and modulate UWB frames. Table 1 overviews these
parameters and their role in UWB frame modulation. The channel
determines the center frequency and bandwidth of the modulation,
impacting both the SYNC header and the data part of the UWB frame
modulation. Pulse Repetition Frequency (PRF) determines the number
of pulses used for each symbol in the frame modulation, determining
the modulation of the entire frame. Preamble length (PLEN) defines
the number of symbols in the preamble, and Preamble Code (PC)
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Table 1
UWB radio parameters and their impact on the modulation of the frame. The check
marks indicate the parts of the frame that are impacted by each parameter.

Parameter name SYNC header Data
Channel v v
Preamble length (PLEN) v
Preamble code (PC) v
Pulse repetition
Frequency (PRF) v v
Data rate (DR) v
Table 2
Testbeds used in UWB radio parameter evaluation.
Testbed name Board UWB radio Environment Number of
chip type nodes
Hallway Radino-L4 DW1000 Indoor 6
Bridge Radino-L4 DW1000 Outdoor 6
CLOVES [21] EVB1000 DW1000 Indoor 12
Office EVB3000 DW3000 Indoor 9

defines the combination of pulses in the preamble. Lastly, the data
rate modifies the modulation of the payload section by indicating the
mapping of data bits to symbols.

4. Experiment design

We evaluated the link quality of UWB radios in various testbeds
using multiple radio chips. Table 2 provides an enumeration of the
testbeds, including the radio devices used and the environmental char-
acteristics of each testbed.

4.1. Platform/Implementation

The Radino-L4 [22] and EVB1000 [23] boards utilize Decawave
DW1000 chips for UWB communication. These radio chips are one of
the successful implementations of the IEEE 802.15.4a standard that are
widely used in UWB-based applications. Decawave is also a member of
the FiRa consortium, which focuses on designing and developing UWB
applications for localization and ranging. Several industrial products,
including Pozyx, Radino, Uniset Sequitur, and Chiolas, have utilized the
DW1000 chip to implement their RTLS systems. The office testbed used
the DW3000 radio chip, which implements IEEE 802.15.4z for UWB
radios. The EVB1000 and Radino-L4 boards have the same external
antenna, while the EVB3000 utilizes a ceramic antenna mounted on
the DWM3000 module. It is worth noting that the DW1000 chip has a
smart transmission ability that allows for an additional power boost
for frames with low transmission time, which is not defined in the
standard. However, this feature was disabled in our study to ensure
that the radio chip does not modify the configuration provided by the
server.

4.2. Experiment environments and testbeds

The hallway testbed environment used in this study is similar to
the one previously employed in UWB adaptive PHY layer research [8].
Fig. 3 illustrates the node placement for this environment. Node #0
is the transmitter, and the other five nodes are receivers. We repeated
the experiment with the same node placement in the bridge testbed,
which is an open space with one long side obstructed. Fig. 4 displays
the experiment setting for this environment.

In the CLOVES testbed, we also increased the number of UWB nodes
and links in addition to changing the environment. Fig. 5 displays
the node placement in this testbed, along with the corresponding
node IDs. Additionally, we created the office testbed to evaluate our
results using the latest UWB standard (IEEE802.15.4z). Fig. 6 shows
the node placement for this testbed. Both testbeds were deployed in
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Fig. 6. Environmental settings for the office testbed.

environments coexisting with other radio technologies such as WiFi or
Bluetooth.

To measure the amount of reflections and the NLOS of the received
signals, we incorporated a method used for NLOS detection [24]. In this
method, we first computed the received signal power level (RSL) and
the first-path signal power level (FPSL) using diagnostic information
provided by the radio chip upon frame reception and the formulas
in the DW1000 user manual [10]. The difference between these two
values (RS L— FPSL) indicates the amount of reflections during frame
reception. If this value exceeds a threshold of 6 dB, this method
suggests that the receiver did not capture the direct signal path and
synchronized with one of the reflections. In this study, we used the
RSL — FPSL values from the radio in all testbeds to quantify the
amount of reflections for each received packet.

Fig. 7 illustrates the cumulative distribution functions (CDFs) of the
RSL — FPSL values for the received packets in each testbed. The

Ad Hoc Networks 156 (2024) 103402

Hallway s Bridge s \I

| CLOVES Office  mmm— |

10— _;; _______ ~
0.8
L 0.6
8 0.4
0.2
0.0

0 5 10 15 20 25 30
RSL - FPSL

Fig. 7. Distribution of RSL-FPSL for all packets across different testbeds, with 6 dB as
the indicator for LOS/NLOS signal. Links in the bridge, hallway, and CLOVES testbeds
have mostly LOS connections, while links in the office testbed covered a wide range
of reflections, highlighting the generalizability of the results.

bridge testbed, characterized by an open space environment, exhibited
the lowest amount of reflections in the signals. As we transitioned
to the hallway testbed, deployed in an indoor setting with similar
conditions, the portion of reflections increased. In the CLOVES testbed,
where signals were not obstructed by walls but influenced by the node
placement, nearly half of the frames showed synchronization with one
of the reflections. Lastly, in the office testbed, where we placed the
nodes in different rooms, approximately 70% of the links experienced
NLOS packet reception. Based on this, we can claim that the results of
our study cover a wide range of signal propagations.

4.3. Experiment setups and radio configurations

Similar to previous works [7,8,10], our first experiment in the
hallway and bridge testbed evaluated the impact of radio parameters on
the quality of UWB links. Table 3 describes the UWB radio configura-
tion parameters and their values. The IEEE 802.15.4a standard defines
24 preamble codes (PC) to create complex channels for simultaneous
communication. However, the standard only recommends a few for
each pair of channels and pulse repetition frequency. We chose one
of the recommended PCs for the hallway and bridge experiments. For
transmission power, we chose the values 0OxAOAOAOAO for low-power
transmission and 0 x 0COCOCOC for high-power transmission. Table 3
describes their equivalent dB values. We created a pool of 432 radio
configurations using these parameters and measured the LQ in the
hallway and the bridge testbeds.

We tested each radio configuration in intervals of 200 packets. In
each interval, we first configured all nodes to one of the radio config-
urations. Once the configuration was successful on all nodes, node #0
started transmitting while others were logging the received packets. To
ensure the correctness of data collection throughout the experiment,
we designated a specific radio configuration known as the indicator
config. The transmitter often (in our experiment, every ten intervals of
transmission) switched to this configuration to ensure that the receivers
were correctly receiving packets throughout the experiment.

In the office and CLOVES testbeds, the first group of our experiments
validated the findings from the bridge and the hallway testbeds. In
these testbeds, the timeSync node (node # 0 in the office and node
# 61 in the CLOVES testbed) determined the start of each interval
and broadcasted the radio configuration to all nodes. This node also
selected the transmitter node for each interval. In each interval, the
transmitter node transmits 100 packets while the remaining nodes
record the received packets or reception errors. Table 4 lists all the
experiments for the UWB PHY-layer study. Apart from the Channel
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Fig. 8. Link quality heatmap in the hallway and the bridge testbeds. The X-axis reflects data rate (DR) and preamble length (PLEN), and the Y-axis represents channel and pulse

repetition frequency (PRF). Each cell displays the LQ corresponding to its configuration.

Table 3
Radio configuration parameters and their values used for bridge and hallway testbeds.
In total, we evaluated 432 radio configurations in these two testbeds.

Parameter name Values

Channel 1,2,3,4,5,7
Preamble length 64, 128, 256
(PLEN) 512, 1024, 2048
Pulse repetition frequency (PRF) 16, 64

Preamble code (PC)
Preamble Acquisition Chunk (PAC) size
Data rate (DR)

R (recommended by standard [20])
R (recommended by standard [20])
110 kbps, 850 kbps, 6.8 mbps

Transmission 0xAOAOQAOAO (3.0 dB)
power gain 0x0COCOCOC (24.0 dB)
Table 4

List of experiments in the office and the CLOVES testbeds.

Experiment name Purpose of the experiment

PAC-PLEN Selection of proper PAC and PLEN

PRF Impact of changing PRF on SHR

Channel Impact of changing UWB channel on SHR
PC Impact of changing PC on SHR

SYNC Impact of synchronization on PRR

Data rate Impact of changing data rates on PRR

experiment, we used channel 5 for all other experiments as it is the
only common channel between the DW1000 and DW3000 radio chips.

To investigate the impact of temporal and spatial factors on the
quality of UWB links, we conducted extended experiments lasting 36 h
in the CLOVES testbed and 26 h in the office testbed. The experiments
were divided into two-hour data collection periods spanning four days
from Tuesday to Friday, including working hours and weekends. We
reduced the number of radio configurations to increase the number of
repetitions and the number of transmitted frames per iteration. Within
each iteration, the sender node sent 1000 frames over 60 s in the office
testbed and 30 s in the CLOVES testbed. During each two hours, each
node transmitted twice using each radio configuration.

5. Impact of UWB radio configuration on link quality

To understand the impact of UWB radio configuration on LQ, we
first focused on the results of the hallway and the bridge testbed.
Similar to other studies in link characteristics, we use packet reception
ratio to estimate and compare LQ. To present our results, we chose
Node #2 for low-power and Node #5 for high-power transmission and
plotted the LQ heatmap of the configurations with the recommended
PC in Fig. 8 for both environments. We used the data from the other
nodes to support our hypothesis. The x-axis of the heatmap shows the
values for PLEN and DR, and the y-axis represents the values for PRF
and Channel.

Previous studies [8,10] have highlighted that UWB configurations in
the top left corner of the heatmap (PLEN 64, DR 6.8 Mbps, PRF 16) offer
higher performance by reducing energy consumption and transmission
time of the frame. Conversely, configurations in the right column (PLEN
2048, DR 110 kbps, PRF 16) provide the highest robustness against
environmental changes, resulting in superior LQ. Fig. 8 supports these
findings by demonstrating that transitioning from high-performance to
high-reliability configurations enhanced link quality without altering
transmission power in some links.

Although high-reliability configurations provide the highest LQ,
it is important to note that they require approximately 46 times
more energy and 49 times more transmission time compared to high-
performance configurations when frames use a 127-byte payload. Fig. 8
also demonstrates that, in most cases, there is an opportunity to
enhance LQ while mitigating the trade-off between LQ and other
performance metrics by adopting intermediate configurations. In the
hallway testbed, when the sender utilized the high-performance radio
configuration (DR 6.8 Mbps, PRF 16, PLEN 64) on channel 5, link 0 — 2
suffered from poor LQ. By changing the PRF from 16 to 64, this link
reached the same LQ as the high-reliability configuration. However,
this configuration change resulted in approximately a 5% increase in
transmission time and an 11% increase in transmission power.

UWB applications can achieve satisfactory link quality by utilizing
intermediate radio configurations without compromising overall per-
formance. However, as illustrated in Fig. 8, the multitude of available
configurations presents a challenge when selecting the optimal radio
configuration. To address this issue, we develop a heuristic approach
that reduces the exploration space to find the favorable LQ.

5.1. Improving SYNC header reception

While improving SYNC header reception may not directly enhance
link quality, it plays a crucial role in the overall performance, as the
number of received packets cannot surpass the number of detected
SYNC headers. In UWB communication, environmental factors can
corrupt preamble symbols, making them undetectable by the receiver.
The UWB standard and Decawave radio chips allow applications to
adjust the radio configuration to increase the SYNC header reception
ratio (SHR).

5.1.1. Impact of preamble length and PAC size on SHR

In UWB receivers, SYNC header detection involves cross-correlating
the incoming symbols with a window of preamble symbols, gener-
ating a channel input response (CIR). The CIR is then compared to
an estimate. If similarity exceeds a predefined threshold, the receiver
triggers the SYNC header detection signal. UWB receivers can enhance
SHR by modifying the PAC (Preamble Acquisition Chunk) size in the
radio configuration that determines the window size for the cross-
correlation. By increasing the PAC size, the receiver increases the
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Fig. 9. SYNC header reception ratio (SHR) for UWB links in the CLOVES testbed with
varying PAC size and PLEN. PAC size 64 demonstrates the highest enhancement in
SHR when the sender used PLENs 256 and higher for frame transmission. To maximize
SHR, the receiver should switch to PAC size 64, while the sender should begin with
PLEN 256 and progressively increase it until achieving the desired SHR for the link.

chance of header reception by using more symbols in the preamble
detection process [7,10].

For a successful preamble detection, the receiver must accumulate
a minimum number of preamble symbols. We refer to this as the
Minimum number of Accumulated Symbols (MAS). For example in
the DW3000 radio chip, the MAS is 12 symbols greater than the PAC
size. Thus, when receivers increase PAC size for higher SHR, senders
also need to use proper PLENs, making sure receivers have sufficient
symbols to accumulate. The DW1000 user manual recommends longer
PLENS for larger PAC sizes.

The results of the hallway and bridge testbeds indicate that 71
radio configurations experienced more than 20% LQ improvement
when switching to higher PLENs and using the recommended PAC size.
However, the recommended PLENs in the DW1000 user manual [10]
are significantly larger than MAS. To further optimize the matching be-
tween the PLEN and the PAC size, the PLEN-PAC experiment measured
the SYNC header reception rate (SHR) of the receivers with different
PLENs and PAC sizes. Fig. 9 illustrates the SHR for 29 links in the
CLOVES with more than 20% improvement in SHR when transitioning
from the lowest PLEN and PAC size to the highest. PAC 64 and 32
had the lowest SHR for PLEN 64. Due to the higher MAS and the
potential loss of preamble symbols, PLEN 64 cannot provide sufficient
preamble symbols for the receiver to detect the preamble. We also
observed this trend for PLEN 128. However, starting from PLEN 256,
PAC 64 consistently provided the highest SHR. We also obtained the
same behavior with the DW3000 nodes in the office testbed when nodes
used PAC 32 with PLEN 128. Based on the results of the PAC-PLEN
experiment, Table 5 describes our mapping for DW1000 and DW3000.

Fig. 9 also states that switching to PLENs higher than 256 while
using PAC 64 resulted higher SHR for nine nodes in the CLOVES
testbed. Thus, to increase SHR, receiver sets the PAC size to a higher
value and the sender sets the PLEN according to Table 5. Then, the
sender iteratively increase the PLEN to achieve the desired SHR.
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Table 5

Recommended PLEN for PAC sizes for DW1000 and DW3000. The PLEN - PAC size
recommendation differs for each radio technology and the MAS. Our recommendation
includes more symbols than MAS to tackle symbol corruptions occurring along the path
of the signal.

DW1000

PAC size 8 16 64

PLEN 64 128 256<

DW3000

PAC size 16 32 32

PLEN 64 128 128<
Table 6

Supported UWB channels for each radio chip and the number of links with the highest
SHR when switching to that channel. In contrast to previous works, there is no channel
providing highest SHR and LQ for all UWB links.

Channel 1 2 3 4 5 7 9
CLOVES (DW1000) 5 0 0 2 0 25 -
Office (DW3000) - - - - 18 _

5.1.2. Impact of pulse repetition frequency (PRF) and preamble code (PC)
on SHR

The pulse repetition frequency (PRF) is another parameter at the
physical layer of UWB radio that determines the number of pulses per
preamble and data symbol. Previous studies have recommended using
PRF 16 due to lower power consumption [8,10]. However, increasing
the PRF to 64 can enhance symbol robustness by using more pulses
per symbol. This reduces symbol distortion, making it easier for the re-
ceiver to detect and accumulate preamble symbols, ultimately resulting
in a higher SHR. Among 108 radio configurations in the hallway and
the bridge testbeds that used PRF 16, 93 of them experienced higher LQ
when switching to PRF 64. The PRF experiment evaluated the impact
of PRF and PLEN on SHR in both the CLOVES and the office testbeds.
For each PLEN, we selected PAC size according to Table 5. Table 7
compares the number of links with good SHR (SHR > 0.9) for both
the office and the CLOVES testbeds when links switched from PRF 16
to PRF 64. The results indicate that increasing PRF enhanced SHR in
all PLENs.

The results of the PC experiment, which involved two preamble
codes for PRF 16 and PRF 64, revealed that less than 1% of the links
in both the CLOVES and office testbeds experienced an SHR change of
more than 20% when switching between preamble codes. This finding
suggests that the PC does not significantly affect LQ since it only
determines the sequence of the preamble symbols.

5.1.3. Impact of center frequency and bandwidth on SHR

Previous works have also acknowledged the importance of channel
switching on LQ improvement [8,10]. These studies suggest switch-
ing to channels with lower center frequencies or higher bandwidths.
However, the results obtained from our hallway and bridge testbeds
partially contradict this finding. According to Fig. 8(a), although chan-
nel 7 had the highest center frequency among all UWB channels in
DW1000, it provided the highest LQ for links in the hallway testbed.
In our channel experiment in the office and the CLOVES testbed, we
configured links with different channels and studied links that expe-
rienced more than 20% SHR improvement when switching channels.
Table 6 illustrates the supported channels for each radio device along
with the number of links having the highest SHR when switching to
that channel. According to the results in the CLOVES testbed, when
two channels had the same center frequency, the one with higher
bandwidth provided higher SHR (e.g., channel 5 vs. 7 or 2 vs. 4).
We also observed that channel 7 with the highest center frequency
provided the highest LQ for 25 links in this testbed. In the office testbed,
when switching between channels 5 and 9, 18 links had higher SHR
with channel 5, which has a lower center frequency, and only two
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Table 7

Number of links with SHR > 0.9 using different PLEN and PRF. Increasing both PLEN
and PRF along with choosing the appropriate PAC size contributes to higher SHRs in
UWB links.

PLEN 64 128 256 512 1024 2048
PRF 16 21 50 59 63 66 71
CLOVES PRF 64 74 95 104 108 110 115
Office PRF 16 25 25 26 22 27 32
PRF 64 37 41 43 45 41 41
Table 8

Error distribution when using DR 6.8 Mbps. Approximately 99% of the reception errors
occur during data reception, when the receiver is capturing the physical header or the
payload.

SYNC HDR Data

SFDTO PHE FSL FCE
CIOVES 0.2% 17.9% 79.1% 2.8%
Office 0.0% 62.7% 36.1% 1.2%

1 1 1 1 1 1 Ll 1 1 1 1 1 1 1 1 1 1 1
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34
Links

Fig. 10. Impact of using higher PLEN and PRF size on PRR of UWB frames. Out of
47 links with SHR > 0.9 and low PRR, 36 links gained more LQ when switching to
configurations with higher PLEN and PRF.

links had higher SHR with channel 5. Based on the results, no channel
provides the highest SHR in all UWB links. If the receiver and sender
have multiple common channels, the application must switch between
them to find the best channel, focusing on those with higher bandwidth.

5.2. Improving payload reception

After improving SHR, the next step is to improve the packet recep-
tion rate (PRR). Reception errors occurring after SYNC header detection
cause reception fails, contributing to lower LQ. To analyze the gap
between SHR and PRR, Table 8 demonstrates the distribution of each
error type. Based on this table, the majority of these errors are Frame
Sync Loss (FSL) and Physical Header Error (PHE) that occur during the
reception of the payload. The goal of this section is to reduce these
errors to increase PRR.

5.2.1. Impact of synchronization on PRR

In wireless networks, preambles also synchronize the receiver clock
with the sender, which is crucial for extracting symbols from the incom-
ing signal. As preamble symbols travel through the wireless channel,
the receiver may miss some of them due to corruption. This reduces
the quality of synchronization, leading to FSL or PHE.

To enhance synchronization quality, UWB nodes can increase the
robustness of the preamble symbols by switching to higher PRFs or
increasing the PLEN. This increase provides the receiver with more
samples to synchronize. The results of the hallway and bridge testbeds
demonstrated that increasing the PRF and PLEN resulted in higher LQs
in certain configurations. In our SYNC experiment, 47 links had SHR
greater than 0.9 while maintaining a PRR lower than 0.5 when using
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PLEN 128 in the CLOVES testbed. Fig. 10 illustrates 35 of these links
that gained higher LQs when switching to higher PLENs or PRFs. We
also observed that increasing PLEN does not always enhance synchro-
nization. When links had SHR < 0.9 with PLEN = 256, increasing
PLEN no longer helped synchronization quality and only contributed
to higher reception errors. Thus, synchronization improvement works
when the links have a good SHR with small PLENs.

5.2.2. Impact of data-rate on PRR

When increasing PLEN and PRF cannot provide sufficient synchro-
nization quality, links need to reduce the data rate to increase the
transmission time for each sample. By doing so, the receiver can extract
bits from the symbols, even with less precise synchronization. The
results of the hallway and the bridge testbed suggest that links can
have up to 100% LQ improvement when switching from DR 6.8 Mbps
to 850 kbps (e.g., Fig. 8(a) Channel 5 and PRF 16). Meanwhile, LQs
were mostly similar when switching from DR 850 kbps to 110 kbps. In
these links with low SHR, decreasing DR will not impact LQ due to a
lack of preamble detection.

5.3. Analyzing the performance of radio configuration parameters

To understand the performance reduction/gain when changing ra-
dio configurations, this section discusses the impact of changing each
parameter on energy consumption and transmission time. Eq. (1) cal-
culates the energy and the time to send or receive a UWB frame. Ty y¢
and Pgy y¢ represent the SYNC header’s transmission time and energy
consumption. Tp,,, and T}, are the data portion’s transmission time
and power consumption.

E =Tsync * Psync + Tpata * Ppata

€y
T =Tsync + Tpata

UWB nodes must increase PLEN, PAC size, and PRF for higher
SHR. When switching from PRF 16 to 64, Pgy v increases 24% while
the other three parameters will be the same. In the UWB standard,
each preamble symbol is approximately 1 ps. By increasing PLEN, the
UWB sender increases Ty v, leading to higher transmission time and
higher energy consumption. Increasing the PAC size does not impact
the transmission time or energy consumption since it only determines
the sample size for the preamble detection phase.

UWB radios can also switch from DR 6.8 Mbps to 850 kbps for
highest data reception rate. According to the DW1000 data sheet [9],
this change reduces Py, by 20% but increases T, by 635%. Consid-
ering these two changes, energy consumption for payload modulation
increases by approximately 588% when switching from 6.8 Mbps to
850 kbps. Similarly, when switching from DR 850 kbps to 110 kbps,
Ppq decreases by 2%, but T}, increases by 800%.

6. Iterative LQ improvement for UWB links

In this section, we develop a config change algorithm for UWB
links that dynamically chooses the appropriate radio configuration that
satisfies the LQ of the application. Instead of switching to the most
robust configuration with the lowest performance, our design aims to
enhance LQ while reducing performance loss.

Fig. 11 illustrates the flow of the config change algorithm. This
algorithm first checks if the LQ of the link is lower than the desired
threshold of the application (LQ,,.,,)- If higher LQ is required, our
algorithm uses these three approaches: (1) SHR improvement, (2) SYNC
improvement, (3) DR decrease. Initially, SHR improvement iteratively
increases SHR until SHR > LQ,,,,;- In the SHR improvement phase,
the algorithm initially increases PRF since it has the lowest energy con-
sumption and transmission time increase. If further SHR improvement
is required, the algorithm increases PAC size and PLEN. Once the link
has sufficient SHR, the algorithm stores the preamble length in PLEN*.
In the payload reception improvement phase, the algorithm first tries
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Fig. 11. Decision flow diagram for the config change algorithm. To increase LQ, the
algorithm first tries to enhance SHR. The second step to improve LQ is enhancing
synchronization. Finally, the algorithm reduces DR to decrease the error rate and
improve LQ.

to improve synchronization by increasing the preamble length of the
frames. For PLENs smaller than 256, reducing the data rate results
in higher transmission time and energy consumption than increasing
the PLEN. Finally, if synchronization improvement cannot provide
satisfactory LQ, the algorithm sets the preamble length to PLEN* and
starts reducing the data rate for LQ enhancement.

Although UWB radio chips provide diagnostic information to assess
signal reception quality, our config change algorithm uses SHR, LQ and
current radio configuration as input. One of the main challenges with
using diagnostic information is its availability. In UWB chips, these
parameters are only available when the receiver successfully captures
the physical header. During SHR improvement, these parameters are
mostly unavailable when the receiver is not detecting a large portion
of the preambles. Considering these parameters for payload reception
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Table 9

Energy consumption and transmission time for different UWB radio configuration. The
first row is the default configuration providing the lowest transmission time and energy
consumption and last row is known for providing highest robustness. Changing the PAC
size has not impact on energy consumption since it only changes the number of PLEN
symbols in the cross-correlation.

Config ID PRF  PLEN DR (kbps)  Transmission time (us)  Energy (pJ)
0 16 64 6800 247.95 51.9

1 64 64 6800 259.68 57.6

2 64 256 6800 445.06 118.47

3 64 256 850 1529.17 300.0

4 64 512 850 1789.68 381.18

5 64 1024 850 2310.71 543.52

6 64 2048 850 3352.76 868.22

improvement does not change our algorithm’s outcome. When the
link is experiencing huge amounts of error, the radio chip can either
increase PLEN for better synchronization or decrease the data rate.
Based on our observations in Section 5.2, using SHR and the current
configuration, the config change algorithm can decide whether to
improve synchronization or reduce the data rate.

Table 9 illustrates the power consumption and transmission time for
radio configurations used in this algorithm. The first row (config ID 0)
describes the radio configuration with the lowest transmission time and
power consumption and the last row (config ID 6) provides the highest
robustness for UWB applications. In this table, we chose the maximum
standard size payload of 127 bytes for our frames.

Since wireless networks operate in a dynamic environment, de-
structive factors can vanish or decrease over time. In such scenarios,
applications can improve communication performance by reducing
the cost of frame transmission. If LQ > LQ,,,.,, the config change
algorithm reverts to the default configuration to find a new radio con-
figuration. To avoid frequent LQ changes caused by resetting the radio
configuration, hysteresis can be used to smoothen the LQ. However,
it is also critical for config change algorithm to adapt to short-term
environmental changes. With the counter variable, the config change
algorithm aims to rapidly achieve LQ > LQ,,.,;, to minimize frame
losses. Once the LO > LQ,,.sn, the algorithm checks the stability for
a few rounds based on the counter’s value. Once the counter reaches
0, our algorithm resets the radio configuration to check if a new
radio configuration can satisfy LQ > LQ,.,, While providing higher
performance.

6.1. Performance evaluation of config change

To evaluate the effectiveness of our config change algorithm in
terms of LQ, energy consumption, and transmission time, we con-
ducted evaluations in both the office and the CLOVES testbeds. We
set LQO,..s = 0.9 in our evaluation and compared our results with
the DecaWave recommendation. Fig. 12 illustrates the results of our
comparison in the CLOVES testbed. According to the figure, 10% of
the links had good LQ with the high-performance radio configuration.
Both the config change and the DW recommendation utilized this radio
configuration since no further LQ improvement was required for these
links. The DW recommendation switched to the high-robustness setting
for the remaining links that demanded higher LQ. However, by utilizing
intermediate configurations, the iterative config change approach mit-
igated this trade-off in 80 links within the CLOVES testbed, achieving
46% lower energy consumption and transmission time in this testbed.
In the office testbed, 23% of the links demonstrated good LQ using the
high-performance radio configuration. Both the DW recommendation
and the config change approach increased this ratio to 51%. Our algo-
rithm further reduced the transmission time and energy consumption
for 22 links in the office testbed, reducing both energy consumption
and transmission power by 32% in this testbed.

For UWB applications with energy constraints, we also considered a
config change energy-constrained (EC) scenario, where config change
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Fig. 12. Comparison of LQ, energy consumption, and transmission time (TX time)
of frames using different approaches in the CLOVES testbed. Our proposed solution
achieves an LQ similar to the DecaWave recommendation while demonstrating lower
energy consumption and shorter transmission time in 60% of the links.

sets a threshold on energy consumption and does not exceed that value.
In this evaluation, we limited our applications to only use 6.8 Mbps.
According to Fig. 12, config change (EC) still outperforms the high-
performance radio configuration while satisfying the energy constraint
limitation. The config change (EC) provided better LQ in 30 links in the
office and 56 links in the CLOVES testbeds.

6.2. Hysteresis analysis in config selection

In this section, we evaluate the impact of hysteresis in determining
the LQ of the links. In our long-run experiment in the CLOVES testbed,
we used different cnt,,,,;, for our config change algorithm and recorded
the LQ of the links in each iteration. Fig. 13 shows the average LQ of the
links using different cnt,,,,. Although choosing a low cnt,,,,, makes
the algorithm more adaptive to changes, links experienced 27% lower
LQ with cnt,,,, = 2 compared to when cnt,,., = 14.

To maintain the average LQ close to the best LQ of the link,
applications have the option to adjust cnt,,,,, individually for each
link. As depicted in Fig. 13, the initial 17 links and the final 30 links
had similar average LQ regardless of cnt,,,,,. For these links, the
application can select a low cnt,,,,,. In situations where the default
radio configuration consistently provides bad LQ, applications can also
switch to an alternative radio configuration when c¢nt,,,,, reaches zero.

7. Link characteristics study in UWB network

This section focuses on analyzing our long-run experiments, which
aim to assess the behavior of UWB links in the face of environmental
changes. Before our study, researchers conducted similar investigations
for various radio technologies [3,5,6], emphasizing the significance of
these studies in determining link performance. Here, we examine the
same parameters evaluated in previous works to gain insights into the
behavior of UWB radios in different environmental conditions.
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Fig. 13. The average LQ of the links (LQ) in the CLOVES testbed with different
Chlypeen- Using lower cnty,,, allows config change to be more adaptive to the
environmental changes. However, it can also reduce the average LQ of the link due to
LQ fluctuations.

Table 10

Distribution of LQ for all measurements across all links, radio configurations, and time
in different testbeds. UWB links exhibit a pattern similar to other low-power radios,
with the majority of links falling into the good or bad region.

Testbed Link quality

Good Intermediate Bad
Hallway 0.42 0.1 0.48
Bridge 0.44 0.09 0.47
CLOVES 0.47 0.15 0.38
Office 0.36 0.18 0.46

7.1. Link quality distribution

As discussed in Section 2, wireless links exhibit a wide range of
LQs. Previous studies have highlighted that LQ distribution varies
among radio technologies. Specifically, low-power radios show a higher
proportion of good and bad LQ [5]. In contrast, high-power radios often
have a greater volume of intermediate LQs [3]. This understanding of
LQ distribution can be valuable for network designers when selecting
appropriate network routing protocols.

Table 10 provides an overview of the distribution of LQ across time,
space, and different radio configurations in all testbeds. The results
demonstrate that UWB links are predominantly good (LQ > 0.9) or bad
(LQ < 0.1). We observed that approximately 75% of intermediate links
in the CLOVES testbed and 80% of these intermediate links in the office
testbed belonged to radio configurations 1 to 5 in Table 9. With DW
recommended configurations (CONF ID 0 and 6), links have minimum
or maximum robustness, exhibiting binary behavior compared to the
intermediate radio configurations that partially increase the robustness.

7.2. Temporal effects and link stability in UWB

To measure the stability of the links with different radio con-
figurations throughout the long-run experiment, we collected all LQ
measurements and grouped them based on the link and radio config-
uration. Then, we calculated the average (LQ) and standard deviation
(6(LQ)) of LQ for each group. Fig. 14 illustrates the LQ time series for
two links. The LQ for the link with ¢(LQ) = 0.07 was stable throughout
the long-run experiment, while the link with ¢(LQ) = 0.24 had LQ
fluctuations, demonstrating a bursty behavior.

With ¢(LQ) representing LQ stability, Fig. 15 illustrates the cumu-
lative distribution function (CDF) of o(LQ) for all groups. According
to this figure, in both the office and the CLOVES testbeds, 75% of the
links had ¢(LQ) < 0.1, indicating a stable behavior.

Fig. 16 illustrates the correlation between LO and ¢(LQ). It reveals
that around 80% of the links with LQ > 0.9 in the CLOVES and office
testbeds had o(LQ) < 0.1. This finding suggests that LQ > 0.9 not only
corresponds to better performance but also enhances link stability.
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Fig. 14. LQ measurements of a bursty (¢(LQ) = 0.24) and a stable (¢(LQ) = 0.07) link
in our long-run experiment. The stable link maintained the average LQ throughout the
four days of data collection while the bursty link experienced LQ fluctuations.
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Fig. 15. The CDF of o¢(LQ) in the long-run experiment. More than 75% of the LQ
measurements had ¢(LQ) < 0.1 in the office and the CLOVES testbeds, indicating a
stable behavior over the long-run experiment.
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Fig. 16. Average LQ of the links and their standard deviation. Links with good or bad
LQ were mostly stable in the long-run experiment.

7.3. Link quality asymmetry in UWB network

Link quality asymmetry in wireless links focuses on the LQ differ-
ence at the two ends of a two-way link. Understanding this topic guides
researchers in incorporating different methods in their design, such as
using acknowledgment messages. We calculated the LQ difference for
both ends of each link. Fig. 17 demonstrates the CDF of LQ asymmetry
in the CLOVES and the office testbed. According to this figure, almost
90% of the links had less than 0.1 LQ difference, indicating a symmetric
link.

Similar to the link stability analysis, Fig. 18 shows the correlation
between the LQ difference and the LQ. The red line in the plot
illustrates the maximum LQ difference associated with the LO. This
plot illustrates that links with intermediate ZQ values exhibit higher LQ

10
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Fig. 17. CDF of standard deviation of LQs in the CLOVES testbed in the long-run
experiment.
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Fig. 18. Average LQ of the links and their LQ difference in the office and the CLOVES
testbed. Links with good or bad LQ mostly had similar LQ in both sides of the link.

asymmetry compared to links with good or bad link quality. Further-
more, in the subset of links where one node had an LQ greater than 0.9
from the other node, our analysis revealed that in 87% of these links
in the office testbed and 97% of these links in the CLOVES testbed, the
other node also had an LQ greater than 0.9. This finding highlights the
LQ symmetry observed when both nodes have good reception quality.

8. Conclusion

In this work, we studied and evaluated the behavior of UWB links
from two different perspectives. We first evaluated the effect of UWB
PHY layer parameters by observing the behavior of the link in real-
world implemented testbeds and measured the amount of link quality
enhancement gained when switching each parameter. Based on these
findings, we redefined some of the DW recommendations and devel-
oped our config change method that provides the same LQ while
reducing the trade of energy consumption and transmission time. We
also studied the characteristics of the UWB links in our office testbed.
The results of our study can be useful as guidelines for improving
communication performance in UWB networks with static or adaptive
PHY layers.
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