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Abstract—Electronic health record (EHR) datasets come in
various schemas and can contain a range of data types, measure-
ment units, and variables that share duplicate semantic content.
The process of bringing such datasets into a common schema
with consistent values, so that it is possible to perform queries
uniformly, is known as harmonization. However, performing this
process manually can be both time-consuming and prone to
errors. In this work, we present a web-based platform that
semi-automates the harmonization and linking of EHR datasets
through a human-in-the-loop framework, guiding users with the
use of large language models (LLMs). Our solution is a two-stage
harmonization pipeline that keeps schema metadata processing
online while handling patient-level data locally, to align with
HIPAA data privacy principles. In the first stage, users harmonize
and link only non-identifiable schema information. In the second
stage, sensitive value-level harmonization occurs entirely on the
user’s system, so no private and protected health information
ever leaves their environment. Throughout both stages, we expect
that LLM-powered suggestions could potentially speed up the
harmonization and linking processes.

Index Terms—harmonization, linking, and large language
models.

I. INTRODUCTION

Linking different medical datasets enables the exchange of
medical information between various medical environments,
including hospitals, clinics, laboratories, and research facil-
ities. Hospitals, research labs, and other organizations that
store and handle medical datasets often employ a variety
of formats (e.g., non-standardized database schemas, JSON,
and CSV files) with differing naming conventions, even for
similar concepts. Additionally, systems that store medical
information may use different measurement units and value
formats. Merging medical datasets from different institutions
can offer a range of benefits, including identifying regional
trends in disease prevalence and facilitating clinical and trans-
lational research through studies conducted across multiple
institutions.

This work introduces a tool for harmonizing Electronic
Health Record (EHR) datasets using a two-stage human-
in-the-loop method accelerated by a large language model
(LLM). The first stage occurs entirely through our website and
allows the user to perform harmonization only for information
related to dataset schemas, which describe the structure of
the datasets. The second step occurs locally on the user’s

computer, where it harmonizes and links record values from
medical datasets while preserving patient anonymity, thereby
aligning with HIPAA data privacy principles.1

At each stage of harmonization, our system provides
suggestions for establishing mappings between different ta-
ble columns and for aligning value ranges across different
datasets. The user can review, approve, or modify the LLM
suggestions as needed.

The contributions of this work are:
• A human-in-the-loop EHR dataset harmonization pipeline

that uses an LLM to assist users in aligning dataset
schemas and values.

• A web-based interface that allows users to match dataset
tables and attributes to perform the schema alignment
process.

• A locally executable interface that allows users to match
and align dataset value ranges for different attributes,
ensuring no private patient information is uploaded out
of the user’s computer, thus aligning with HIPAA data
privacy principles.

The rest of this work is organized as follows. In Section 2,
we discuss related works from research literature. In Section
3, we introduce and discuss the details of our pipeline. Future
experiments with our pipeline are discussed in Section 4. In
Section 5, we detail the current limitations of this work, while
in Section 6, we outline directions for future work. Finally, in
Section 7, we discuss our conclusions.

II. RELATED WORK

Several EHR harmonization efforts focused on converting
existing medical datasets to the Observational Medical Out-
comes Partnership (OMOP) Common Data Model (CDM).
According to [7], OMOP CDM is a specification designed to
standardize the schema and content of EHR datasets. However,
not all EHR databases follow the OMOP CDM specification.
Such an effort involves the conversion of the MIMIC-III v1.4
Dataset [2], which had to be performed manually, requiring up
to 500 hours for two experts to complete [6], [8]. The original
MIMIC-III v1.4 Dataset [3] contains EHR datasets from

1While our pipeline is designed to align with the HIPAA data privacy
principles, compliance also depends on the user’s environment.



Fig. 1. Overview of our proposed harmonization pipeline: Harmonization is treated as a two-stage process that keeps schema metadata processing online while
handling patient-level data locally, to align with HIPAA data privacy principles. In the first stage, users remotely harmonize and link only non-identifiable
schema information. In the second stage, sensitive value-level harmonization occurs entirely on the user’s own system, so no private and protected health
information ever leaves their environment. Throughout both stages, LLM-powered recommendations speed up the schema and record harmonization and
linking processes.

critical care units of the Beth Israel Deaconess Medical Center
between 2001 and 2012. Recent methods for harmonizing
EHR datasets have used either LLMs or natural language
processing approaches to perform harmonization. However,
they are usually limited in focusing on specific sub-problems
of the EHR dataset harmonization process, either specifically
processing values [4], or focusing only on the schema of
different datasets [9], [10]. Many of these works also do not
discuss whether or how they align with HIPAA (e.g., [9]),
except [5]. In contrast, our work proposes a holistic pipeline
that considers both schema and value-level harmonization,
structured to align with HIPAA data privacy principles.

III. METHODOLOGY

Our harmonization pipeline features a workflow comprising
two stages: In the first stage, users can harmonize the schema
of two datasets. In the second stage, users can locally perform
value harmonization and linking for the two datasets. As seen
in Figure 1, for the first stage, a user must provide two MS
Excel files that describe the schema of each dataset to be
harmonized. During the first stage, no values from each dataset
are uploaded to our website; instead, only anonymized schema
information is uploaded, aligning with HIPAA data privacy
principles. An LLM then performs schema mapping between
the two datasets, and the user approves its suggestions. After
the user approves the LLM’s suggestions, our pipeline utilizes
the LLM to generate a new schema for the harmonized
dataset, along with a JSON file containing instructions on
how to perform value harmonization, which can be used in
stage 2. The user can download both of these files. The
LLM prompt used in the current iteration of our pipeline for
the first harmonization stage, which provides harmonization
suggestions to the user, is shown in Fig. 2.

Fig. 2. LLM Prompt for Schema Harmonization

I need to determine if these two database columns represent
the same type of information based solely on their schema
metadata.

Column 1:
- Name: {col1 name}
- Table: {col1 table}
- Data Type: {col1 type}
- Description: {col1 desc}

Column 2:
- Name: {col2 name}
- Table: {col2 table}
- Data Type: {col2 type}
- Description: {col2 desc}

Based on the column names, types, and descriptions, do
these columns likely contain the same type of information?

Respond with only one of these options:
• ”MATCH: [brief reason]” if they represent the same

type of information
• ”NO MATCH: [brief reason]” if they represent

clearly different types of information
Consider columns as matching if they represent the same
concept, even if the format differs (e.g., coded vs. text).

In the second stage of our methodology, the user must
download a local client that provides a graphical user interface
(GUI) for value harmonization and linking. As shown in stage
2 of Figure 1, the input to this GUI consists of the record
values from the two datasets and the automatically generated
value harmonization JSON file from stage 1. An assumption
we make here is that the dataset records are provided in the



form of CSV files, each representing a table from each of
the datasets. Then an LLM checks the different unique values
of the harmonized columns to establish a common mapping
in case they need to be harmonized. The user gets options
to perform manual value processing operations as well as
those related to dataset cleaning (e.g., value replacement, date
format adjustments to ensure consistency). Manual operations
are performed without the assistance of the LLM and before
any value harmonization mapping is established. After the
LLM provides suggestions for establishing a value mapping
for harmonized columns, the option to manually review and
revise the suggestions is available. The LLM prompt used for
value harmonization during stage 2 is shown in Fig. 3.

Fig. 3. LLM Prompt for Value Harmonization

I have two columns with the following distinct values that
need to be harmonized:

Table 1 values: {table1 columns}
Table 2 values: {table2 columns}

Please suggest mappings between these values. The goal
is to identify which values from Table 1 correspond to
which values from Table 2.

Format your response as:
Table1: <value1>, Table2: <corresponding value2>

Only suggest mappings where you are confident the values
represent the same concept. If a value has no precise match,
don’t include it.

After executing the above prompts, the tool parses the
output returned by the LLM. It encodes the results as JSON
internally to present them to the user, both during stage 1 and
stage 2 of the harmonization and linking process.

The LLM is executed via Ollama either on our server (for
the schema harmonization stage) for stage 1, or on the user’s
computer for stage 2, and does not communicate with external
APIs.

IV. FUTURE EXPERIMENTS

In this section, we present an evaluation that we intend to
perform in the future to assess our harmonization pipeline for
aligning the schema of an EHR dataset as closely as possible
with the schema of the Observational Medical Outcomes
Partnership (OMOP) Common Data Model (CDM). As stated
in Section 2, OMOP CDM [7] is a specification designed
to standardize the schema and content of EHR datasets.
However, not all EHR databases follow the OMOP CDM
specification. To this end, we aim to evaluate the feasibility
of using our proposed harmonization pipeline for the task of
harmonizing a non-OMOP CDM-compliant EHR dataset with
the specifications above.

A. Datasets

For our experiments, we intend to use the MIMIC-III
Demo v1.4 Dataset [2] as the EHR dataset. This dataset
comprises EHR records from the critical care units of Beth
Israel Deaconess Medical Center between 2001 and 2012. The
MIMIC-III Demo is a free, de-identified dataset that is a subset
of the full MIMIC-III dataset [3]. However, both datasets
utilize the same schema and have the same number of tables
and columns. We anticipate that subsequent iterations of this
work will initially focus on evaluating schema harmonization,
followed by a later stage of evaluating value harmonization
scenarios. Our current plan is to compare our harmonization
schema coverage with the results of a previously manual
attempt to harmonize the MIMIC dataset with the OMOP
CDM, referred to as MIMIC-OMOP [6], [8].

B. Evaluation Metrics

To evaluate the quality of schema mapping performed by
our harmonization framework, in the future, we intend to
adopt the following metrics in our experiments: (i) Regarding
schema harmonization, we intend to adopt metrics such as
domain coverage to map the percentage of MIMIC-III Demo
source tables that can be mapped to the OMOP schema. (ii) We
will use column coverage to measure the amount of mapped
columns from MIMIC-III against the total number of columns
per table. (iii) We will adopt mapping precision to measure
the percentage of correctly mapped column pairs, and mapping
recall to measure the proportion of OMOP CDM table columns
used in the mappings. (iv) We will use the overall schema
coverage to figure out the percentage of unique OMOP CDM
tables included in any mapping. (v) We intend to measure the
number of user corrections that were required. Ultimately, we
aim to utilize similar metrics for value-based harmonization.

We expect that our method may achieve comparable results
or improved results compared to the MIMIC OMOP manual
effort baseline. Similarly, we believe that it may achieve
comparable or improved mapping precision, which means
it may be able to discover less obvious mappings between
columns and tables.

C. Implementation Details

During all harmonization stages, the user has the option to
choose from a variety of LLM models provided by the Ollama
platform. In the case of Stage 1, these models are executed on
the server side of the website. However, in the case of stage
2, to align with HIPAA data privacy principles, the user must
run the LLM models locally, as no patient records are ever
transmitted during the harmonization and linking process. In
our current implementation, we use the Phi-4 LLM [1] due
to its state-of-the-art performance in STEM and coding tasks
(taking into account its parameter number).

Our current implementation of the pipeline can be executed
using either the CPU or GPU for LLM acceleration, but a GPU
is preferable. We tested our implementation on a computer
with an Intel(R) Core(TM) i7-10750H (12) @ 5.00 GHz CPU,



32 GB RAM, and an NVIDIA GeForce RTX 2070 GPU with
8GB of VRAM.

V. LIMITATIONS

This work, in its current form, has several limitations:
1) A critical limitation in the current iteration of this work

is that the website and local GUI are currently optimized
to harmonize and link two datasets at a time. This means
that if a third dataset should be included in the harmo-
nization and linking processes, it should be harmonized
and linked with the outcome of the harmonization of
the first two datasets. Additionally, this implies that to
harmonize with OMOP CDM, a schematic description
of the CDM must be provided as a CSV file.

2) The current interface of the website and local tool sup-
port performing changes to two tables of given datasets
at a time.

3) Currently, our pipeline performs online schema harmo-
nization that involves only non-sensitive user metadata.
In the future, we may explore ways to perform schema
harmonization collaboratively with different users. To
this end, value harmonization occurs offline to align our
method with HIPAA principles, ensuring that patient
information remains on the user’s machine. However,
this may lead to situations where the LLM guiding
schema harmonization may miss important information
if values are not provided.

4) Finally, although we designed and developed the pro-
posed pipeline to align with HIPAA data privacy princi-
ples, it has not yet been audited by formal compliance
standards or external audits.

VI. FUTURE WORK

To address the limitations mentioned above in the future,
we intend to:

1) Optimize the pipeline to directly support multi-dataset
harmonization by exclusively harmonizing all prospec-
tive datasets to the OMOP CDM.

2) To improve schema harmonization, we will explore
the possibility of incorporating anonymized value sum-
maries (e.g., distributions) in this process without vio-
lating privacy.

3) It is essential to note that the LLM prompts used in
the harmonization process, detailed in the methodology
section above, may be revised in future iterations of this
work. Additionally, future versions of this work may
give users the ability to use custom prompts.

VII. CONCLUSIONS

In this work, we introduce a human-in-the-loop framework
for automating EHR dataset harmonization using LLMs. Our
framework enables users to perform harmonization at two
stages: (i) schema harmonization, which can be performed
through our online website, and (ii) value harmonization,
which can be performed offline at the user’s local machine,
to preserve personal information that may exist in the datasets

and to align with HIPAA data privacy principles. We identified
limitations and highlighted future work directions. We aim to
evaluate the validity of our framework through harmonizing
the schema of publicly available EHR datasets with the OMOP
CDM specification in future experiments.

Additionally, we intend to expand our experiments to further
evaluate our method for cases involving value-level harmo-
nization and linking scenarios.
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