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ABSTRACT

Broadcasting protocols can lower the cost of video-on-
demand services by more dficiently distributing all videos
that are simultaneously watched by many viewers. The
most efficient broadcasting protocols require a customer set-
top box capable of capturing data from five to seven video
channdls at the sametime.

We show how to modify existing broadcasting
protocols so that their client bandwidth would never exceal
three to four channels and apply our method to the fast
broadcasting and the new pagoda broadcasting protocols.
Our data show that this modification has only a moderate
effed on the overal performance of the two protocols
because their server bandwidth never increases by more
than 15 percent.

1. INTRODUCTION

In the last five years, there have been numerous
proposals aiming at reducing the @st of providing video-on-
demand (VOD) services. Many, if not most, of these pro-
posals have focused on finding ways to distribute the top ten
or twenty so-called “hot” videos more dficiently. The sav-
ings can be mnsiderable because these videos are expeded
to acoount for about 40 percent of the total consumer
demand (Dan et al. 1996

Broadcasting protocols differ from all other proposals
by their proactive approach: rather than waiting for cus-
tomer requests, they continuoudly rebroadcast each video
according to a deterministic schedue  The simplest
broadcasting strategy is to retranamit each video on several
dedicated data channds at equal time intervals. The major
problem with this approach is the number of channds per
video required to achieve a reasonable waiting time. Much
more impressve results can be achieved by increasing the
functionality of the set-top bax (STB) conneding the cus-
tomer television set with the VOD service (Viswanathan
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and Imieinski 1996). With a STB capable of
simultaneoudly receving several channels and storing their
contents until they are consumed, we @n use much less
bandwidth to oltain the same waiting times. For example,
achieving a maximum waiting time of two minutes for a
two-hour video anly requires a bandwidth equal to five
times the mnsumption rate of the video (Paris 1999.

This approach raises two issies. Firdt, it asaimes that
the STB has enough local storage to store up to ane half of
each video being watched. In the aurrent state of memory
technology, thisimpliesthe presence of a hard drive in each
STB. Sewnd, the approach requires a STB capable of
receving data from several channels at the sametime. This
cannot be done without significant increases in the st of
the STB network interface

The skyscraper broadcasting protocol (Hua and Sheu
1997 has already addressed these two isaues. Unlike all
other broadcasting protocols, skyscraper broadcasting never
requires the austomer STB to receave data from more than
two channds at the same time. In addition, the protocol
controls the amount of data the STB must store while the
customer is watching a video. This approach has a major
drawback, namely a very significant increase in the server
bandwidth required to distribute the videos. Hence the
potential savings in STB costs achieved by skyscraper
broadcasting would require bigger, more expensive video
servers and a costlier network infrastructure.

There ae at least two major arguments in a favor of a
less radicd approach. First, we @n safdy predict that
within one or two years it will bemme difficult to buy a
standard size disk drive that cennot store & least an entire
video. Hence the isaie of reducing the STB storage
requirements of broadcasting protocols will become modt.
Buffering the entire @ntents of each video in the STB
would also al ow purdly local implementations of pause and
rewind interactive @ntrols without any server intervention.
Second, a recent study by Eager, Vernon and Zahorjan
(Eager et al. 1999) indicates that proactive video distribution
protocols that limit their client bandwidth to two concurrent
channels will always require much more server bandwidth
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than protocols all owing concurrent downloads from three or
four concurrent channels.

The solution we propose reduces the dient bandwidth
requirements of existing broadcasting protocols to three or
four concurrent channels rather than designing new proto-
cols. This will alow us to huild upon the strengths of
existing lroadcasting protocols guch as fast broadcasting
(Juhnand Tseng 1998) and new pagoda broadcasting (Paris
1999. Aswe will see this lessradicd approach will also
result in much more moderate increases of the server band-
width than using a skyscraper broadcasting protocol .

2. BROADCASTING PROTOCOLS

The simplest video lroadcasting protocol is staggered
broadcasting (Dan et al. 1996. It consists of broadcasting
on separate data channd's multiple wpies of the same video
at staggered darting times. Staggered lroadcasting is
simpleto implement and does not require any changes to the
customer STB. Unfortunately, it requires a fairly large
number of channds per video to achieve a reasonable wait-
ing time. Consider, for ingance a two-hour video,
approximately the average duration of a feature movie.
Guarantegng a maximum waiting time of 10 minutes would
require starting a new instance of the video every 10
minutes and atotal of 12 channels.

The past four years have seen the devel opment of many
efficient broadcasting protocols garting with the pyramid
broadcasting protocol (Viswanathan and Imielenski 1996).
All these protocols divide exch video into segments that are
simultaneously broadcast on multiple data channds. One of
these dhannels transmits only the first segment of the video.
The other channd s transmit the remaining segments. When
customers want to watch a video, they wait for the begin-
ning o the first segment on the first channel. While they
start watching that segment, their STB starts downloading
enough data from the other channelsto allow it to gay each
segment of the video in sequence Given the fairly large
number of existing broadcasting protocols, we will focus the
remainder of our discusson on the two kroadcasting proto-
cols that are the most relevant to ou proposal, namely fast
broadcasting and new pagoda broadcasting.

Fast broadcasting (FB) (Juhn and Tseng 1998 dlo-
cates to each video to be broadcast k data dannels whose
bandwidths are eual to the video consumption rate b. It
then partitions the video into 2* segments S, to S** of
equal duration d. As Figure 1 indicaes, the firs channd
continuoudly rebroadcasts sgment S, the second channel
tranamits segments S, and S, and the third channel trans-
mits segments S, to S;. More generdly, channd j with
1<j <k transmits segments S/ to S/, Definea dot asa
time interval equal to the duration of a segment. To prove
the @rreanessof the protocol, we need only to observe that
each segment i with 1<i < 2! is rebroadcast at least once
every i dot. Then any client STB darting to receve data
from al broadcasting channels will aways recave on time
all segments on time.

First Channel S, S S S
Second Channel S, S; S, S;
Third Channel S, S S S

Figure 1. Thefirg three dannels for fast broadcasting (FB)

The new pagodh broadcasting (NPB) (Péris 199)
protocol improves upon the FB protocol by using a more
complex segment-to-channd mapping. As e in Figure 2,
the NPB protocol can pack nine segments into three chan-
nels whereas the FB protocol could only pack seven
segments.  Hence the segment sze will be eual to ane
ninth of the duration of the video and no customer would
ever have to wait more than 14 minutes for a two-hour
video.

First Channel S |s |s |s |s | s
Second Channel S | (S |S |S | S
Third Channel S |[S$S | S |[S [S|S

Figure 2. Thefirg three dannels for the NPB protocol

3. OUR APPROACH

A common feature of all broadcasting protocols is that the
data that are broadcast on each channd periodicdly repeat
themselves. In addition, the channels containing the first
segments of the video repeat themselves more frequently
than the channels containing the later segments. Consider,
for ingance, the @se of the fast broadcasting protocol.
Looking back at Figure 1, we @n seethat the mntents of
channels 1, 2 and 3respedively repeat themselves every 1,
2and4dots.

Let us focus our attention now to what happens when a
VOD customer starts watching a video. With the sole
exceptions of staggered broadcasting and skyscraper broad-
casting, all broadcasting protocols asaume that the austomer
STB will immediately start receving data from all k chan-
nels that are broadcasting segments of that video. Client
bandwidth and server bandwidth will then be eual.
However, they will not remain equal very long because the
STB will quickly start to drop the channdl s that have started
to repeat themselves.

This observation provides the basis for our new
method. Rather than letting the STB receve data from all k
channels that are broadcasting video segments, we will only
allow it to receve data from the first m of these k channdls.
Downloading data from the k—m remaining channds will
be progressvely allowed as STB starts dropping some of
the firg mchannels. The STB will start recaving data from
channd m+ 1 when it is finished with the first channd. It
will then start receving data from channel m+ 2 when it is
finished with the seand channel and the process will con-
tinue until the STB is finished with channd k —m and starts
receving data from channel k.

This new approach will have dired consequences for
the segment-to-strean mapping. The rredness criterion
for a conventional broadcasting protocol is to have each



segment S repeated at least once every i dots. It will con-
tinue to apply to the first m of the k channels that we will
use to broadcast the video. Consider now a segment S that
is mapped into ane of the remaining k —m channds of the
video, say, channd |. The STB will not be able to download
segments from this channel until it is finished with channel
k —m, say after dot n.,. To be recaved on time by the
STB, segment i will now have to appea at least once within
the dot interval garting with dot n., + 1 and ending with
doti. Toguaranteethat this will aways happen, segment §
will now have to be repeated at least once eery i —np,
dotsinstead of every i dots.

This more restrictive crrednesscriterion will result in
an increase of the maximum waiting time of the protocol.
Since we neal now to repeat more frequently the segments
that are mapped into the last k — m channels of the video, we
will not be able to map as many segments into these chan-
nels and will have to partition the video into fewer
segments.  Reclling that the maximum waiting time is
always equal to the size of segment S, we seethat limiting
the dient bandwidth without increasing the server band
width will always result in increasing the maximum waiting
time of the protocol.

We will now explain how to use our approach to limit
the dient bandwidth of FB and NPB protocols to three or
four channds. To simplify the omputation of n,_,, we will
always asauume that the STB uses a grealy downloading
policy that aways downloads the first arriving instance of a
segment.

3.1 Fast broadcasting protocols limiting the client
bandwidth

Let us first consider a FB protocal li miting the dient band-
width to threechannds (FB-3). As Table 1 shows, its first
three dannels are identical to the first three thiannels of the
original FB protocol. Hence segment S will be the first
segment mapped into channd 4.

Since the FB-3 protocol limits the client bandwidth to
three dannels, the STB will not be able to receve data from
channel 4 wntil it is finished with channd 1. Because
channel 1 endesdy repeats ssgment S, this would introduce
aone-dot delay. As aresult the montents of channd 4 will
have to be repeated every 8 — 1 = 7 dots and we will be able
to map 7 segmentsinto that channd. Hence dannd 4 will
contain segments § to S4 and S will be the first segment
into channel 5.

Because the STB will not be allowed to recaeve data
from channe 5 until it is finished with channe 2, the
processwill start with adelay of two dots. Hence the @n-
tents of channd 5 will have to be repeated every
15-2=13 dotsand channel 5 will contain segments S5 to
S7. Note that partitioning a video into 27 segment guaran-
tees that the maximum client waiting time will never exceel
1/27 o the video duration. Five channels thus siffice to
guarantee amaximum waiting time of 4 minutes and 27
seconds for atwo-hour video.

Table 1. Thefirst ten channds for the FB-3 protocol

Channel | Delay Segments Total number of
(dots) segments
1 0 S 1
2 St0S; 3
3 0 S0 7
4 1 Sgto Sy 14
5 2 Si5t0 Sy; 27
6 4 S;st0 S5y 51
7 8 S5, 10 Sos 95
8 15 So 10 Sy76 176
9 28 S177t0 S5 325
10 52 S35 t0 Ssge 599

Table 2. Thefirst ten channds for the FB-4 protocol

Channel | Delay Segments Total number of
(dots) segments
1 0 S 1
2 0 S0 3
3 0 S0 7
4 0 Sst0 Sis 15
5 1 Si6t0 Szo 30
6 2 S3110 Ssg 59
7 4 Ss0t0 Spi5 115
8 8 S116 10 Spo3 223
9 16 S04 10 Syap 431
10 31 Syz t0 Ssge 832

We could achieve even lower waiting times by adding
more channels. We will not detail the segment mapping
processfor these channelsasit iswell summarized in Table
1. Starting with channd 7, the delays become dlightly more
complicated to compute. The STB will not be allowed to
receve data from channd 7 wntil it is finished with channd
4. The new factor to take into acoount is that the down-
loading processfor channd 4 had to wait until the STB had
finished downloading segment S, from the first channd. So
the total delay for channel 7is1+ 7 = 6 dots.

Thereislittle to say about the FB protocal li miting the
client bandwidth to four channds (FB-4). As Table 4
shows, its first four channels are identical to the first chan-
nels of the original FB protocol. As a result, the FB-4
protocol will be able to pack eight segments in channd 4,
that is one more than was possble under the FB-3 protocol.
Since the STB will now be allowed to receve data from
channd 5 as soon as it is finished with channd 1, we will
also ke able to pack more segmentsin channel 5.




3.2 New pagoda broadcasting protocols limiting the
client bandwidth

Let us consider first an NPB protocol limiting the dient
bandwidth to threechannds (NPB-3). AsTable 3 indicaes,
the first three thiannels are identicd to the first three chan-
nels of the original NPB protocol. Hence segment Sy, wil |
be the first segment mapped into channd 4.

Sincethe NPB-3 protocal limits the client bandwidth to
3 channds, the STB will not be able to receve data from
channd 4 until it is finished with channd 1. Because dan-
nel 1 endlesdy repeats segment S, this would introduce a
one-dot delay. As a result, segment Sy will have to be
repeated every 10—1=9 dots and, more generally, seg-
ment S will have to be repeated onceevery i —1 dots. To
map the maximum number of segments into channd 4, we
will partition the channel into sets of three ©nseautive dots
and asaime they congtitute rows of a large matrix repre-
senting the segment-to-slot mapping (Paris 1999. We will
alocate the first column of that matrix to segments S, to
Si2, the second column of the matrix to segments S to Sy
and the third column of the matrix to segments Sy; to Sy

S Sis Sy
Su Su4 Sis
S Sis Sie
Sie S0

S

The segment-to-slot mapping for the firg 15 dots of chan-
nel 4 will then repeat segments Sy to S;, once every 9 dots,
segments S5 to Sj once every 12 dots and segments §; to
S once every 15dots.

Because the STB will not be allowed to receve data from
channel 5 until it is finished with channd 2, the processwill
start with adelay of 2 dots. Hence, an arbitrary segment §
will have to be repeated every i — 2 dots. We will partition
the dhannel into groups of six conseautive dots and repesat:

a) segments S, to S7 once every 18 dots,
b) segments S to S35 once every 24 dots,
o)) segments S, to Sy7 once every 18 dots,
d) segments S to S35 once every 24 dots,
2] segments Sz to S once every 30 dots, and
f) segments Sy, to S once every 36 dots.

With five channds, we @n partition the video into 46
segments, which guarantees that the maximum client wait-
ing time will never exceal 1/46 of the video duration, that
is, 2 minutes and 36 semnds for a two-hour video. We
could achieve even small er viewing delays by increasing the
total bandwidth allocated to each video. For instance add-
ing a sxth channe would allow partitioning each video into
107 segments and achieving a maximum viewing delay of
67 seconds for atwo-hour video.

Table 3. Thefirst eight channels for the NPB-3 protocol

Channel Delay Segments | Total number
(dots) of segments

1 0 S -

2 0 S, S andSs -

3 0 S, S0 9

4 1 Sipt0 Sy 21

5 4 S5, 10 Sye 46

6 6 Sy4710 Sio7 107

7 16 Si08 t0 Spe 249

8 40 S50 t0 Ssgo 582

Table 4. Thefirst eight channels for the NPB-4 protocol

Channel Delay Segments | Total number
(dots) of segments
1 0 S -
2 0 S, S, Sgand -
S
3 0 SRS -
S1,10 Sy
S5 and Sy
4 0 S5, S, Sig, 26
Si5t0 5,4
5 1 S710 S 62
6 8 S6310 Si40 140
7 24 S141 10 Sz 318
8 24 S319 10 Syo1 791

Table 4 summarizes the segment to channel mapping
for the NPB protocal limiting the dient bandwidth to four
channels (NPB-4). ltsfirst four channels are identicd to the
first channels of the original NPB protocol. One particu-
larity worth mentioning results from the fact that the NPB
protocol repeats that the mntents of channels 3 and 4 every
24 dots. Hence the STB will start receving data from bath
channels 7 and 8at the sametime.

4. DISCUSSION

Figure 3 displays the server bandwidth requirements of
the FB-3 and FB-4 protocols as well as those of the original
FB protocol and the skyscraper broadcasting protocol with a
maximum width of 52. Bandwidths on the x-axis are
expressd in channels, that is, in multiples of the video con-
sumption rate. The corresponding maximum customer
waiting times are all expressed as fractions of the video
duration.

As one can see bath FB-3 and FB-4 protocols require
much less &rver bandwidth than skyscraper broadcasting to
achieve the same maximum waiting times. The bandwidth
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Figure 3. Compared server bandwidth requirements of the
FB-3 and FB-4 protocols

requirements of both protocols always remain very close to
those of the origind FB protocol with the FB-3 protocol
being only dlightly worse than the FB-4 protocol.

AsFigure 4 indicates, similar observations can be made
about the NPB-3 and the NPB-4 broadcasting protocols.
The bandwidth requirements of the NPB-4 protocol always
remain very close to bandwidth requirements of the NPB
protocol while the NPB-3 protocol never exceal these by
more than 15 percent. The only major differenceliesin the
much wider gap between the performances of skyscraper
broadcasting and the three pagoda-based protocols. Sky-
scraper broadcasting requires 10 channels to achieve a
maximum waiting time of lessthan a minute for a two-hour
video, that is 1/7200= 0.00013 times the video duration,
while all three pagoda-based protocols achieve lower wait-
ing times with only eight channels.

Our data dealy indicate that it is possble to reducethe
client bandwidth of broadcasting protocols to three tannels
without significantly affecting their server bandwidth. It
remains to be seen whether the much higher server band-
width requirements of skyscraper broadcasting are an arti-
fact of the protocol or a dired result of its very low client
bandwidth.

5. CONCLUSIONS

One of the most promising approaches for reducing the cost
of video-on-demand services is to broadcast continuoudy
the most frequently requested videos. The sole serious
drawback of this approach is that most broadcasting proto-
cols require a customer set-top box capable of simultane-
ously capturing data from five to eight video channels.
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Figure 4. Compared server bandwidth requirements of the
NPB-3 and NPB-4 protocols

We have shown how to modify existing broadcasting
protocols so that their client bandwidth would never exceal
threeto four channels. We have applied the method to the
fast broadcasting and the new pagoda broadcasting proto-
cols. We found that the fast broadcasting protocol was
somewhat less affeded by the restriction than the new
pagoda broadcasting protocol, whose server bandwidth
could increase by upto 15 percent.

More work is gill neaded to apply the method to aher
broadcasting protocols, among which we should mention
the recent GEBB protocol (Hu et al. 1999).
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