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Abstract 40 percent of the demand is for a small number, say, 10 to
20, of popular videos [2—4]. A naive broadcasting strat-
Broadcasting protocols can improve the efficiency efjy would simply consist of retransmitting the same video
video on demand services by reducing the bandwidth ms several distinct channels at equal time intervals. The
quired to transmit videos that are simultaneously watcheaajor problem with this approach is the number of chan-
by many viewers. We present herpayharmonic broad- nels per video required to achieve a reasonable waiting
castingprotocol that requires less bandwidth than the betme. Consider, for instance, the case of a video lasting
extant protocols to achieve the same low maximum waito hours, which happens to be close to the average du-
ing time. ration of a feature movie. To guarantee that no customer
We also show how to modify the protocol to accommweuld ever have to wait more than five minutes we would
date very long videos without increasing the buffering chave to broadcast twenty-four different copies of the video

pacity of the set-top box. starting every five minutes.
Keywords: video on demand, video broadcasting, har- Many more efficient protocols have been proposed.
monic broadcasting. They include Viswanathan and Imielinskipyramid

broadcasting protocol[8], Aggarwal, Wolf and Yu's
permutation-based pyramid broadcasting proto¢d],
) Hua and Sheu'skyscraper broadcasting protocd],
1 Introduction Juhn and Tsenglsarmonic broadcasting protoc{#] and
] its variants [7].
\ﬁdeo on demand (VOD) proposes to provide sub- Il these protocols share a similar organization. They
scribers who are connected through a set-top box (ST ivide each video int@egmentshat are simultaneously

with the possibility of ordering at any time the video o roadcast on different data streams. One of these streams

:Zfz\r/iz?:rlcse?ngeséariigg;m?(;z(tjla:ta(laﬁtt;lw 3tocg 'ng :;e fansmits nothing but the first segment of the video in real
' b 9 P y ihe. The other streams transmit the remaining segments

f\I:\\/'é T)t:;tﬁ ;\Ibcljgfooéct)rrfecvgiﬁp:?iis I?ihglvezsstﬁﬁ (':gr\n/ga lower bandwidths. When customers want to watch a
. 9 . \%eo, they wait first for the beginning of the first segment
cial system. The overall consensus now is that the com-

- i . . on the first stream. While they start watching that seg-
mercial deployment of VOD will have to wait until thement, their set-top box (STB) starts downloading enough

ture can be sianificantly lowered Yata from the other streams so that it will be able to play
u 'gnifi y low ' each segment of the video in turn.

Broadcastingis one of several techniques that aim to __ ) . .
reduce the cost of VOD [9]. It is clearly not a panacea as.| IS @Pproach requires an STB capable of storing a sig-

it only applies to videos that are likely to be watched Hyjficant fraction (around 40 percent for some protocols)
many viewers. Even so, the savings that can be achie%(ﬂ’aCh video while it is being watched. This extra cost

are nevertheless considerable, as it is often the case th&pore than compensated by the bandwidth savings that
can be achieved. While the staggered broadcasting tech-

This work was performed while this author was on sabbatical |ea|rfﬁque we described above requires twenty-four channels

at the Department of Computer Science, University of California, Sal . . . . .
Cruz. rﬁ?guarantee a maximum waiting time of five minutes for a
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ity of service. client makes its request in time to receive the second in-
As we will see, even greater bandwidth savings coustiince ofS; and starts receiving data at timg then it

be achieved if the STB could start downloading data frowill need all of the data fo6, ; by timet, + 3d/2. How-

the moment the customers select the video they wanteteer, it will not receive all of that data until tinig + 2d.

watch rather than waiting for the beginning of the firdt turns out HB will not work unless the client always

segment on the first stream. We present a pelyhar- waits an extra slot of time before consuming data.

monic protocolthat imposes the same fixed delay to all Two variants on HB do not impose the extra waiting

customers wanting to watch a given video. Since this déme. Cautious Harmonic BroadcastingCHB) broad-

lay is the same for all customers, the protocol can take @@sts the video in a similar fashion as HB. The first stream

vantage of it to reduce the transmissions of all segmeriispadcasts; repeatedly as before, but the second stream

including the first one. As a result, the total bandwidtilternates between broadcastifigand S;. Then the re-

can be further reduced by around ten percent. mainingn — 3 streams broadcast segmeSijsto S,, such
The remainder of the paper is organized as followhat the stream fof; has bandwidth /(i — 1).

Section 2 presents the harmonic broadcasting protocoAs before, the client will receive data from all streams

and its variants. Section 3 introduces our new protodol the video simultaneously. That means CHB requires a

and compares its bandwidth requirements to those of thendwidth of

harmonic broadcasting protocols. Section 4 discusses the

main advantages and limitations of polyharmonic broad- _ Ry
casting. Section 5 presents a possible extension of poly- Bemp(n) = 20+ Z i
harmonic broadcasting that would let them handle videos b =3

of arbitrary length. Section 6 contains our conclusions. = 3 +bH(n —1)

. ) or roughlyb/2 more than the original HB protocol.
2 Harmonic Broadcasting Quasi-harmonic BroadcastingQHB) uses a more
. . o ] ) complex scheme to break up the video. The first segment

Harmonic BroadcastingdHB) divides a video intor g |eft intact, but then each of the remaining segmeits
equally-sizecsegmentsEach segmenti;, for 1 <i <n, for 9 < <, is divided up intoim — 1 fragmentsfor
is broadcast repeatedly on its own channel with a bangime positive parameter. Slots are also broken up into
width b/i, whereb is the consumption rate of the videq,, gqualsubslotsand each subslot can be used to broad-
(see Figure 1). _ _ _ cast a single fragment. The key to QHB is that the frag-

When a clientrequests a video, it must wait for the staffants are not broadcast in order. The last subslot of each
of an instance of, and then begin receiving data fromy|o¢ js ysed to broadcast the figst 1 fragments repeat-
every stream for the video. That means that the client a@(gi'y, and the rest of the fragments are ordered such that

the server must be able to support a bandwidth of the &t subslot of slotj is used to broadcast fragment
" " ik + j — 1 mod i(m — 1) 4+ ¢ (see Figure 2).
Bup(n) = Z -=b Z - =bH(n) Since the above ordering adds some redundancy—each
im1 im1 sequence oim fragments will contain one of the first

- - i — 1 fragments twice—each subslot of streamill have
whereH (n) is the harmonic number of. ! .
(n) to broadcast/(im — 1) of segmentS; instead ofl /im

A slotis the amount of time it takes for a client to con-" " PR . .
sume a single segment of the video. We represent ARin HB. This will increase the required bandwidth for

time byd. Since the first segment is broadcast with thz {re?rpilfgomdb/g:ﬁ bm/(mé? 1) ff'[;. <i<mn. Thus
periodicity,d is is given by e total bandwidth required for QHB is

S D "p
d="22 == Boup(n,m) = b+2 nj

b n = m
and is also the maximum amount of time a client must
wait before viewing its request. = bH(n)+
A subsegmeris the amount of a segment the client re- i
ceives during a slot of time. The first segment only has
one subsegment, the segment itself; every other segn%'m
S; hasi equal subsegmentS; 1,S; 2, ..., Si;. n b
Unfortunately HB does not always deliver all data on lim Z — =0
time. Consider the first two streams in Figure 1. If the m—eo £ i(im — 1)

< j(im —1)°

n
=2

1
b
( )



Stream 2:
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Figure 1: An illustration of the first three streams for a video under harmonic broadcasting.
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Figure 2: An illustration of the first three streams for a video under quasi-harmonic broadcastingiwhen
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Permutation-based Pyramid — gardlessly of the timing of their request.
Wl - Sh;{r;'g;? (, | . Like harmonic brpadcasting, polyharmqnic broadcast-
Ao e monic ing breaks a video inte segments of duratiod = D/n
! whereD is the duration of the video. Hrepresents again
the video consumption rate, the total size of the video
will be equal tobD and the size of each segment equal to
S/n.

The protocol will allocaten distinct broadcasting
streams to thesesegments. Each streamwill repeatedly
show segmen$;. Under polyharmonic broadcasting, no
client can start consuming the first segment of the video
S : — before having downloaded data fromualstreams during
6 8 10 12 14 16 18 20 atimeinterval of duratiom = md wherem is some inte-

Bandwidth Per Video (multiples of the consumption rate) .

germ > 1. As a result, segmeisf; will not be consumed
Hiil (m + i — 1)d time units have elapsed from the mo-
ment the client started downloading data from the server.
Ensuring that segmers; will be entirely broadcast over
this time interval would suffice to guarantee that all the

The major advantage of these three harmonic progentents of segmersi; will be already loaded in the STB
cols is their low bandwidth requirements. Figure 3 shovpgfore the customer starts viewing that segment. This can
the bandwidth versus client waiting times for the habe achieved by retransmitting segmehtat a transmis-
monic and cautious harmonic broadcasting and compagig rateb; = —2—. The total bandwidtBpyp re-
them with those of pyramid broadcasting [8], the “uncomuired by the polyharmonic broadcasting protocol is given
strained” version of permutation-based pyramid broalay
casting [1] and skyscraper broadcasting with a maximum
width of 52 [5]. B

Both harmonic broadcasting protocols emerge as clear prp(n,m)

Maximum Client Waiting Time (min)
o
T

Figure 3: How harmonic broadcasting compares to ot
broadcasting protocols (from [7])

n

b
i=1

winners as none of the three other protocols even ap- o

proaches their performance. One may then wonder = bZ #

whether harmonic broadcasting does not provide the min- o mti- 1

imum bandwidth required to guarantee a given maximum = b(H(n+m—1)— H(m —1)Y1)

waiting time. As we will see in the next section, this is

not the case. The same maximum waiting times can \pﬁereH(k) represents again the harmonic numbet of

gchieved at'a lower cost by switching to a fixed wait pol- Since the whole contents of segm&htwill be received

icy and having the STB download data from the momegy, he STB before the customer starts viewing that seg-

the customer selects the video. ment, these data can be received in any arbitrary order.
There is thus no need to wait as before for the beginning
of a transmission of the first segment of the video. Hence

3 Polyharmonic Broadcasting the minimum waiting timew required by the protocol is
also themaximuntime a customer will ever have to wait.

Polyharmonic broadcastin(PHB) is a new broadcast- Whenever the number of segments a multiplek of

ing protocol aiming at reducing the bandwidth cost of;, equation 1 can be rewritten as

providing a given maximum waiting time. To achieve

its goal, polyharmonic broadcasting introduces two maBpug(k,m) = b(H((k + 1)m — 1) — H(m — 1))

jor changes. First, it requires that the client STB starts

downloading data from the moment a customer requestsSincew = md andd = D/n, the waiting timew is

a specific video instead of waiting until the customer bénked with the duration of the vide® by the relation

gins watching the beginning of the first segment. Sec-

ond, polyharmonic broadcasting uses a fixed wait policy. w=D/k.

Under harmonic broadcasting and its variants, customers

have to wait for the beginning of an instance of the firt other words, all combinations of the two parameters

segment of a video. Polyharmonic broadcasting requigasdm keeping the ratio:/m constant, will achieve the

all customers to wait exactly the same amount of time rEame waiting timev.



Bandwidth (multiples of the consumption rate)

Figure 5: Bandwidth requirements of quasi-harmonic and
polyharmonic broadcasting. The numbers on thexis
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Figure 4: An illustration of the first three streams for a video under polyharmonic broadcasting with.
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Whenm = 1, k becomes equal ta and equation 1
degenerates into

BPHB(k'; 1) = b(H((k‘) — H(O)) = bH(n)

The polyharmonic protocol withnh = 1 requires thus the
same bandwidth as the harmonic protocol, while guaran-
teeing a maximum waiting delay equal&y n, which the
harmonic protocol cannot achieve.

Observing that

H((k+1)(m+1)—1)—H(m) =
1

H((k+1)m—1)+m+"'+
1 1
GiDmin-1 Am-b-o
and that
1 1 1
GrDm T T I DmrDI-1 " m

forall k > 1 andm > 1, we obtain

H((k + 1)(m +1) — 1) — H(m) <
H((k+1m—-1)—H(m —1)

represent number of segments for QHB and number arid
groups ofm segments for PHB.

BpHB(k,m + ].) < BpHB(k,m)

forall k > 1 andm > 1.

In other words, increasing: andn while keepingk
constant will always result in a reduction of the total band-
width. Selecting the optimum for a given broadcast will
thus be a trade-off between minimizing the overall band-
width by increasingn and keeping the total number of
streams: = km manageable.



To derive a lower bound for the total bandwidth re- T T T T T amenie
quired by the polyharmqnic broadcasting protocol, we ] Quasiharmonie (me 4 = |
need to compute the limit aBpg g (k, m) whenm and Quast harmonic (m = 18)

n go to infinity while k remains constant.

x
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Polyharmonic (m = 4) -*-
Polyharmonic (m = 16) o --
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Figure 6: Bandwidth versus maximum waiting times for
the quasi-harmonic and polyharmonic broadcasting pro-
tocols.

Figure 5 displays the bandwidth requirements of polgeives during time slat Then we can compute it as
harmonic broadcasting and quasi-harmonic broadcast-

ing. Since polyharmonic broadcasting requiregimes 2": 1 .
’ . ; - 1<i<m
as many segments as quasi-harmonic broadcasting to —~m+] - 1
achieve the same maximum waiting time, we had to coms T 1
pare the bandwidths required by PHB withsegments ~* ~ )db Y ———— m<i<n+m—1
with those required by QHB with times less segments. e M1
Hence the numbers on theaxis represent numbers of 0 i=n+m

segments for QHB and numbers of groupso$egments

for PHB. To eliminate the factdr representing the band-

width of a standard full speed channel, all quantities dMe can also compute the amount of data consumed during
they-axis are expressed in standard channels, that is, takime slot as

ing the bandwidth of a standard channel as unit of mea- .
C. = {0 1<i<m

surement. As one can see, the bandwidth required by
db m<i<n+m

polyharmonic broadcasting becomes significantly lower

than that required by quasi-harmonic broadcasting for Vf_ll- i .
- lly, we can defind3; as the amount of data the client

ues ofm as small as 4. The graph further indicates th fhatly, L . i

very large values ofn will not significantly reduce the ﬁas in its buffer after each time slgtand calculate it as

bandwidth as polyharmonic broadcasting with = 16 B;=B; 1 +R;—C;
are virtually identical to the theoretical lower bound given
by equation 2. where By = 0. The maximumB; gives the storage re-

guirements for the protocol.

Figure 6 displays the bandwidth needed by all four har- Figure 7 represents the storage requirements of the
monic broadcasting protocols to guarantee a given magélyharmonic broadcasting protocol for videos having up
mum waiting time. To eliminate the fact@r representing to 200 segments at selected values of the parameter
the length of the video, the maximum waiting times on tH&ince polyharmonic broadcasting stores every segment
zr-axis are expressed as percentages of the video leng#fore broadcasting it, its storage requirements are par-
As in Figure 5, all quantities on thg-axis are expressedticularly high when the video is subdivided into a small
in standard channels, that is, taking the bandwidth ohambern of segments with the worse case being- 1.
standard channel as unit of measurement. It is however very unlikely that polyharmonic broadcast-

ing would be used in this context as it would be much

To compute the storage requirements of polyharmomsienpler then to rebroadcast the video at normal speed on
broadcasting, we can follow the approach as Juhn amdingle channel.

Tseng in their analysis of the harmonic broadcast proto-More reasonable values af sayn > 20 andm > 2
col [6]. Let R; be the amount of data the client STB relead to storage requirements below 50 percent of the video



real issue here is customer response to service delays. We
believe the average waiting time is not the best perfor-
mance indicator for the quality of the service being pro-

1 vided because it assumes that the customer is insensitive
to the variance of the service time. This is not true. Most

T 40 e s 10 120 140 10 180 200 CUStomers are more annoyed when experiencing unusu-
Number of Segments ally long waiting times than they are elated when the ex-
apd@rience a very fast service. A fixed waiting time has the
advantage of being predictable. Many providers of video

Polyharmonic (m= 1) — and the client and will uqdeniably complicate their tasks.
o Polharmonic (m= 2 | Second, polyharmonic broadcasting forces all cus-
2 : Polyharmonic (m = 16) tomers to wait for the maximum waiting delay while
g eof 1 other harmonic protocols only require few customers to
2 wait that long. If we were indeed comparing their mean
i o 1  waiting times as in Figure 8, polyharmonic broadcasting
3 § would be no better than extant harmonic protocols. The
['4
()
g
2
4]

Figure 7: Storage requirements of polyharmonic bro

casting. . ) ; )
9 on demand services will probably use this delay to let their
7 —— customers watch some previously downloaded announce-
65 Slasharmonic (m = 18) = | ments such as trqilers for.comi.ng attractiqns and stern
] Polharmonic §$§ 4% | warnings to potential copyrlght violators. This would.not
¥ Polyharmonic (m =16) -+ be very different of what is already done on most video

551 X cassettes even though the customer would not have the
option to “fast forward” until the beginning of the video

itself.
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5 Handling Long Videos

3t

Bandwidth (multiples of the consumption rate)
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) z All efficient broadcasting protocols require enough

2 S S S buffer space in the user set-top box to store about 40 per-
2 3 4 5 6 7 8 9 10 .

Average Waiting Time (percentage of video length) cent of each video. Hence they cannot be used to broad-

_ _ - . cast videos whose duration exceeds the capacity of the set-

Figure 8: Bandwidth versus average waiting times fesp box. The following extension eliminates this problem.

polyharmonic and quasi-harmonic broadcasting. Let us assume without loss of generality that the set-top

box buffer cannot hold more thdrsegments of the video.

size for all values ofn < 4. Higher values ofn are not Then the client can operate in the following fashion:

likely to be used since they do not provide significantly1, It captures and stores in its buffer thiérst segments
lower bandwidths tham = 4. of the video—that is, segments to .S;;

2. It plays these segments in sequence;

4 Discussion 3. When it has finished playing a segmesit with
_ _ _ 1 <j <n-—|, it starts capturing segmes.; us-

As one can see, polyharmonic broadcasting requires ing the buffer that was previously used Byfor that
less bandwidth than the best extant harmonic broadcasting pyrpose.
protocol to guarantee a given maximum response time. It
does not require the Comp|ex encoding scheme of qua-gile major drawback of this solution is the additional
harmonic broadcasting and, unlike harmonic broadca@gndwidth. The client will have to capture segmsnt;
ing, it never fails to deliver the data on time. Despite thegéring thel — 1 time frames occurring within the time in-
major advantages, our new broadcasting protocol presdftyal between the time when its has finished playing seg-
two limitations that need to be addressed. mentS; and the time when it must start playing segment

First, polyharmonic broadcasting requires times Si+;- As aresult, all segments,; with 0 < j <n —1
more streams than other harmonic broadcasting protoc#i#l have to be transmitted at a minimum bandwicg#-
This will require additional bookkeeping from the servénstead of ;%= Instead of having a bandwidth of



bH(n +m — 1) — bH(m — 1), the new protocol would video-on-demand systems. Proceedings of the

require a bandwidth of International Conference on Multimedia Computing
) l and Systemsages 118-26, Hiroshima, Japan, June
bH(m +1—1) — bH(m —1) + (ln —1 ) 1996. IEEE Computer Society Press.

[2] D. Clark. Oracle predicts interactive gear by early
and the bandwidth overhead of the method would be given 1994. The Wall Street JournaNovember 10, 1993.

by
b(n —1)
-1

[3] A. Dan, D. Sitaram, and P. Shahabuddin. Scheduling
policies for an on-demand video server with batch-
ing. In ACM Multimedia pages 15-23, San Fran-
cisco, California, Oct. 1994.

—bH(m+n—-1)+bH(m+1-1)

These results are better illustrated in an example. Con-
sider a video lasting four hours and assume we want[#) A. Dan, D. Sitaram, and P. Shahabuddin. Dynamic
achieve a maximum waiting time of two minutes. With batching policies for an on-demand video server.
m = 4, that would requiret x 240/2 = 480 segments  Multimedia Systemg}(3):112-121, June 1996.

and a total bandwidth equal to 4.925 times the video chge] K. A. Hua and S. Sheu. Skyscraper Broadcasting: a

sumption rate. If we do not want to have more than o€ qy proadcasting scheme for metropolitan video-on-
half of these segments simultaneously stored in the STB, jemand systems. I8IGCOMM 97 pages 89-100
the total server bandwidth would increase to 5.243 times cannes, France, Sept. 1997. ACM.

the video consumption rate, that is still 10 percent less

than the total bandwidth that cautious broadcasting wolfd L. Juhn and L. Tseng. Harmonic broadcasting for
require to provide the same response time without restrict- Video-on-demand service. IEEE Transactions on
ing the number of stored segments. Since the client never Broadcasting43(3):268-271, Sept. 1997.

hasto papture more thep 240 streams at the same time ?I]'eJ.-F. Riris, S. W. Carter, and D. D. E. Long. Efficient
total client bandwidth will be somewhat lower and never broadcasting protocols for video on demand.61h

exceed 4.239 times the video consumption rate. International Symposium on Modeling, Analysis and
Simulation of Computer and Telecommunication Sys-
tems (MASCOTS '98pages 127-132, July 1998.

6 Conclusions _ o _
[8] S. Viswanathan and T. Imielinski. Metropolitan area

Video broadcasting protocols can improve the effi- Video-on-demand service using pyramid broadcast-
ciency of video on demand services by reducing the band- ing. Multimedia Systems(4):197-208, Aug. 1996.
width required to transmit videos that are simultaneougly] j. w. Wong. Broadcast deliveryroceedings of the
watched by many viewers. Some of the newest broadcast- |EEE, 76(12):1566—1577, Dec. 1988.
ing protocols to be proposed, harmonic broadcasting and
its variants require much less bandwidth than other broad-
casting protocols to guarantee the same maximum waiting
time.

We have presented a new broadcasting protocol that
provides the same maximum waiting time as the harmonic
broadcasting protocol while consuming significantly less
bandwidth. We also have shown how to modify the proto-
col to accommodate very long videos without increasing
the buffering capacity of the set-top box.

More work needs to be done to investigate the possible
existence of a theoretical lower bound for the bandwidth
required to achieve a given maximum waiting time under
any feasible broadcasting protocol.

References

[1] C. C. Aggarwal, J. L. Wolf, and P. S. Yu. A
permutation-based pyramid broadcasting scheme for



