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Abstract

Most efforts aimed a reducing the costs of video-on-
demand services have focused on reducing the @mst of
distributing the top ten to twenty videos by broadcasting
them in a periodic fashion rather than waiting for indi-
vidud requests. Unfortunately nearly all existing VOD
broadcasting protocols require dient set-top boces (STB)
to include enoughlocal storage to store up to 55 percent
of each video being viened. Here we present a novd
VOD broadcasting protocol that does not make that
demand Our Dua Broadcasting potocol can
accomnodate dientswho do no have any storage device
in their STB while providing a much lower maximum
waiting time to customers whose STB includes a dsk
drive. We also dscusstwo passhle exensions to this
new protocol. One of them is aimed a reducing the
bandnidth requirements of the protocol while the other
exends the functiondity of the VOD service by
providing revese andfast forward controls.

Keywords. video-on-demand, pay per view, broadcasting
protocols, harmonic broadcasting, pagoda broadcasting.

1. Introduction

After more than ten years of investigations, video-on-
demand (VOD) [9] has yeat to succeel on the
marketplace This stuation has a simple eplanation:
VOD services are xpensive to provide since their cus-
tomers can seled bath the videos they want to watch and
the time at which they want to watch them. As a resullt,
VOD cannot compete on a price basis with cheaper, more
established alternatives sich as videocasstte rentals and
pay-per-view television (PPV).

Most efforts aimed at reducing the st of VOD
services have focused on reducing the bandwidth neces-
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sary for distributing the top ten or twenty most popular
videos. The savings that can be achieved are @nsider-
able since these so-called “hot” videos are likely to be
responsible for over forty percent of the total demand [2,
3]. One of the most promising approaches is to schedule
repeated broadcasts of these “hot” videos rather than
waiti ng for individual requests. Thistedchnique is known
asvideo broadcasting [9].

The simplest broadcasting protocol is staggered
broadcasting: it consists of retransmitting the same video
on several distinct channels at equal time intervals. The
major disadvantage of this approach is the number of
channels per video required to achieve a reasonable
waiting time. Several more dficient protocols have also
been proposed [1, 4-8. Some of these protocals require
fewer than four channels to guarantee a maximum
waiti ng time of five minutes for a two-hour video.

Even so0, broadcasting protocols have two limita-
tions. Firgt, customers who want to watch a video may
have to wait, say, between two and fifteen minutes for the
next scheduled broadcast of the video. Send, the most
efficient broadcasting protocols all require set-top boxes
capable of storing as much as 55 percent of each video
being watched. With the arrent state of the storage
technology, this implies that the STB must have a local
disk.

Requiring a hard drive in each STB will signifi-
cantly increase their cost. Littlerelief can be expeded in
the near future from the arrrent evolution of disk tech-
nology since the base price for the cheapest hard drives
has remained very stable during the last three years.
This raises the isue of who should pay for these
upgaded STBs. Sdling them at their true st is likdy
to diminish the initial customer base for VOD services.
On the other hand, distributing STB's at a subsidized
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price would increase the @pital costs of providing VOD
services. One oould amost say that the net effea of
using an efficient video broadcasting protocol is a mere
transfer of capital costs from the VOD servers to the
customer STB.

We propose a solution to this dilemma, namely, a
video hroadcasting protocol that requires much lower
bandwidth than staggered broadcasting but can never-
theless accommodate diskless STBs. To achieve these
two contradictory objedives, our protocol will work in
the following manner. Each video to be distributed will
be allocated a fixed number of broadcasting streams.
Some of these streams will continuoudly rebroadcast the
video in staggered fashion. The remaining streams will
rebroadcast more frequently the first minutes of the video
for the sole use of the austomers whose STB includes a
disk drive. Our protocol will thus provide at the same
time two different services, namely, a PPV serviceto the
customers that have a disklessSTB and a VOD serviceto
the austomerswith adisk drivein their STB.

The maor motivation for our new Dud
Broadcasting protocol is that it will be much cheaper to
use a single protocol to provide bath enhanced PPV and
VOD services than to use distinct protocols for the two
services. The additional flexibility gained by combining
the two services will also be demonstrated by the two
extensions we will propose. Our first extension is aimed
at reducing the bandwidth requirements of the protocol.
Aswe will see the @ntinuous retransmisson of the first
minutes of each video will consume an inordinate
amount of bandwidth all ocated to the VOD service We
could save this bandwidth by requiring the STBs of the
VOD customers to snoop on the PPV streams providing
the enhanced PPV service and to store the first few min-
utes of each video. A semnd extension extends the
functionality of the VOD service by providing rewind
and fast forward controls.

The remainder of the paper is organized as foll ows.
Sedion 2 discuses me relevant video broadcasting
protocols. Sedion 3 introduces our new protocol and
compares its bandwidth requirements to those of the
other broadcasting protocols. Sedion 4 dscuses two
posshle extensions. Finally, Sedion 5 has our conclu-
sions.

2. Video Broadcasting Protocols

The simplest video broadcasting protocol is staggered
broadcasting [3]. It requires a fairly large number of
channels per video to achieve a reasonable waiting time.

Consider, for instance a video that lasts two hours,
which happens to be dose to the average duration of a
feature movie. Guaranteéng a maximum waiting time of
10 minutes would reguire starting a new instance of the
video every 10 minutes for atotal of 12 channels.

Many more dficient protocols have been proposed.
All these protocols divide each video into segments that
are smultaneoudy broadcast on separate data streams.
One of these streams transmits nothing but the first seg-
ment of the video. The other streams transmit the
remaining segments at lower bandwidths. When cus-
tomers want to watch a video, they first wait for the
beginning of the first segment on the first stream. While
they are watching that segment, their STB starts to
download enough data from the other streams < that it
will be ableto play each segment of the video in turn.

All these protocols can be subdivided into two
groups. Protocals in the first group are al based on
Viswanathan and Imielinski's Pyramid Broadcasting
protocol [8]. They include Aggarwal, Wolf and Yu's
Permutation-Based Pyramid Broadcasting protocol [1]
and Hua and Sheu's Skyscraper Broadcasting protocol
[4]. These three protocols sibdivide ech video j to ke
broadcast into K segments S' of increasing sizes. The
entire bandwidth dedicated to the M videos to be broad-
cast is divided into K logical streams of equal
bandwidth. Each stream is all ocated a set of segments to
broadcast so that stream i will broadcast segments S'to
s* inturn.

Whil e these protocols reguire much less bandwidth
than staggered broadcasting to guarantee the same
maximum waiting time, they cannot match the perform-
ance of the protocols based on the Harmonic
Broadcasting protocol [5, 6], which we will discussin
more detail .

Harmonic Broadcasting (HB) divides avideo into n
equally sized segments. Each segment S, for 1<i<n,
is broadcast repeatedly on its own data stream with a
bandwidth b/i, where b isthe cnsumption rate of the
video. When customers order a video, their STB waits
for the start of an instance of S, and then begins recev-
ing data from every stream for the video.

The total bandwidth required to broadcast the n
segments is thus given by

Bua(M =y 2 =bY T =bH()

1=1

where H(n) is the n'™ harmonic number.



Table 1: Segment to slot mapping for Dual Broadcasting with two VOD channels

Current PPV Stream

First VOD Stream

Second VOD Stream

Since the first segment is broadcast at a bandwidth
equal to the video consumption rate b, the maximum
amount of time astomers will have to wait before
viewing a video is given by the duration d of that first
segment.

HB offers two major limitations. First, it does not
always deliver al data on time unlessthe dient always
waits an extra dot of time before mnsuming data. Hence
thetrue delay is two sots instead of one [6].

Several variants of HB do not impose the extra
waiting time [6]. Cautious Harmonic Broadcasting
(CHB) broadcasts the video in a similar fashion as HB.
The first stream broadcasts S, repeatedly as HB did, but
the second stream alternates between broadcasting S, and
S at bandwidth b. Then the remaining n-3 streams
broadcast segments S, to S, in such a way that stream i
will transmit segment S.; at bandwidth hi. Hence seg-
ments $; to §, are transmitted at a higher bandwidth than
in the original HB protocol. Quasi-harmonic Broad
cagting (QHB) uses a more cmplex scheme but requires
amost no extra bandwidth.

A seoond limitation of HB and its variants is that
they require a fairly large number of independent data
streams. Even though their total bandwidth regquirements
are quite small, the mere number of these streams com-
plicates the task of the STBs and the servers. Pagoda
Broadcasting [7] avoids this problem by broadcasting
less frequently later segments instead of lowering their
bandwidth. For example, a segment mapping using three
streams would be:

Since the video can be partitioned into 9 segments, the
client would have to wait at most 120/9 =14 minutes for
atwo-hour video. Thisis afew minutes longer than what
QHB would allow, but it requires the dient to manage
fewer streams. More generally, Pagoda Broadcasting can
broadcast 4(5%) —1 dstinct segments with 2k streams
and 2(5°) — 1 segments with 2k+1 streams. The maxi-
mum waiting time for a video o duration D broadcast
over n streams s thus given by

d=D/[2x5 (2]
for n odd, and
d=D/[4x5("2'2)]

for n even.

3. TheDual Broadcasting Protocol

Developing a protocol that can handle dients with and
without local storage is trivial; simply dividing the VOD
server's available bandwidth between staggered broad-
casting and one of the other protocols from the previous
sedion would work. The probem is that naively
combining two protocols in this way means the protocols
might dugicate work and thus waste bandwidth. The
Dua Broadcasting protocol alows clients with local
storage to use bandwidth all ocated for users without local
storage, and so no such dugication takes place

The Dual Broadcasting protocol works as foll ows.
For each video to be broadcast k data streams are set
aside for clients without local storage (PPV streams) and
| streams are set aside for clientswith local storage (VOD
streams). The PPV streams use staggered broadcasting;
that is, if the duration of the video is D, then a new
instance of the video is garted every D/k minutes and
the maximum delay for a client using these streams is
dery = D/K.



Table 2: Segment to slot mapping for Dual Broadcasting with threeVOD channels.
The dash (“—") denotes an empty dot.

Current PPV Stream S S S S | S [Si2 | Sis | S [ Sis | Si6 | Si7
1% VOD Stream S S S

2" VOD Stream S Su | S S |Ss

3" VOD Stream So|S (S |Se |Se|S |S5|S [S -

For clients with local storage, the Dual Broadcast-
ing protocol uses a strategy smilar to Pagoda
Broadcasting, but sincethe dients can always receve at
least D —dg, minutes of the video from a PPV stream,
only the first d.,, minutes of the video neels to be
broken up into segments. If there are nyop segments, S

toys, then the maximum delay for a client using the
| VOD streamsis
vob = deey = b
Moo KNiop

If the same amount of bandwidth were used without
considering the PPV streams, the delay would be
D/n,op Or k times greater than d,p .

Defineadot asthetimeinterval it takes to transmit
one segment. Observe that each PPV stream broadcasts

segments S, to Shvoo in order every D time units.

Cadlledively, the k PPV segments repeat these segments
every dppy time units, that is, every nyop dots. The
Dual Broadcasting protocol will t ake advantage of these
broadcasts to reduce the number of times each of these
segments will be repeated in the VOD streams. Hence
we will use these segments when mapping segments to
dots in the VOD streams. Consider, for example, the
very simple @se when there is only one VOD stream
(I'=1). Then, for each block of dg,, minutes, we have

Current PPV Stream
VOD Stream

S
S

S
S

S
S

and nyop = 3. Segment S is repeated in every dot,
segment S; is repeated at least every two dots and seg-
ment S; is repeated every threedots. Adding to the k
PPV streams a single VOD stream will thus reduce the
maximum waiti ng time for the VOD clients dyop to ane
third of the maximum waiti ng time for the PPV clients.
This is much better than what we could have achieved

using a separate VOD broadcasting protocol because no
VOD broadcasting protocol with one stream can
achieve a maximum delay lessthan the duration of the
video D without using more than b units of bandwidth.

The same approach can be foll owed with more than
one VOD stream. Two VOD streams would allow us to
partition the dppy first minutes of the video into 7 seg-
ments using the segment to stream mapping of Table 1.
This reduces the maximum waiting time for the VOD
clients dyop to ne seventh of the maximum waiting
time for the PPV clients. Here too we @an observe that
segment S fori =1, ..., 7isrepeated at least once every
i dots.

Adding athird VOD stream would all ow us to par-
tition the dppy first minutes of the video into 17
segments using the segment to stream mapping repre-
sented in Table 2

One may wonder at this ¢age what is the maximum
number of segments that can be packed in the PPV
streams and, say, | VOD streams. To derive an upper
bound for this quantity, let us observe that the PPV
streams and | VOD streams give us |+1 streams to map
our nyop segments into. As we observed before, each
segment § for i = 1, ..., nyop Must be repeated at least
once every i dots. Sincewe want the mapping to repeat
itself without aterations, this means that each group of
Nvop conseadtive sots dould contain at least

Dhvop U

copies of segment S. Sincethereisatota of (I+1)nyop
dlots avail able, each segment to stream mapping must
satisfy theinequality

¥ Thon 0

&7

(I +Dnyop.
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Figure 1: Bandwidth requirements of the Dual Broadcasting protocol for various numbers of PPV streams.

The abowe inequality corredly predicts that the
maximum number of segments that can be broadcast
using the PPV streams and one VOD stream is 3 since

2 40
=4+2+2+1>2x%x4
25E

On the other hand, it predicts that 8 segments could be
broadcast using the PPV streams and two VOD streams
while no such mapping exists.

Figure 1 shows the bandwidth versus client waiting
time arves for Cautious Harmonic Broadcasting
(CHB), Pagoda Broadcasting, Skyscraper Broadcasting
and our Dual Broadcasting protocol (DB) with between
one and four PPV streams. To diminate the factor D
representing the duration of the video, the maximum
waiti ng times on the x-axis are expressd as percentages
of the video lengths. All bandwidths are expressd in
multi ples of the video consumption rate b.

As one @n see on Figure 1, the bandwidth
requirements of our Dual Broadcasting protocol remain
very close to those of the CHB and Pagoda Broadcasting
protocols as long as the number of PPV streams k
remains lessthan three Larger values of k reduce the
maximum waiting time for the aistomers of the PPV
service but increase the total cost of the service Even
then the protocol remains competitive with Skyscraper
Broadcasting, which is known to be the best of all
Pyramid-based broadcasting protocols.

Onelast factor of the performance of a VOD broad-
casting protocol is its maximum disk storage

requirements. Most protocols require enough freespace
on the STB disk drive to store between 40 and 60 fer-
cent of the total duration of each video. Our Dud
Broadcasting protocol will require lessfree space as we
will never have to store more than the first dppy minutes
of the video. Increasing the number k of PPV streams
abowve four could make it feasible to replace the STB
hard dive by a sufficiently large random-access
memory in some not too distant future.

4. Possible Extensions

To illustrate the additional flexibility gained by com-
bining the two services, we sketch two possble
extensions to aur Dual Broadcasting protocol. Our first
extension is aimed at reducing the bandwidth require-
ments of the protocal by requiring the STBs of the VOD
customers to snogp on the PPV streams and preload
from them the first segment of each video being broad-
cast. A semnd extension extends the functionality of
the VOD service by providing reverse and fast forward
controls.

4.1 Reducing bandwidth consumption through
snooping

Looking back at all three segment to stream mappings

in the previous ®dion, one @n seethat one of the |

VOD streams is aimost entirely dedicated to the wn-

tinuous retransmisgon of the first segment of the



Table 3: Segment to slot mapping for Dual Broadcasting with snooping and one VOD channdl.

Current PPV Stream

S

S

S | S |S | S

VOD Stream

S

S

S |S | S [

video. Hence diminating the neal to retransmit this
first segment would save us an entire data stream, that
is, b units of bandwidth. One way to achieve this goal
would be to let the STBs of the VOD customers s100p
on the PPV streams and preload from them the first
segment of each video. The scheme would require extra
space on the STB disk drives and a tighter coordination
between the austomer STBs and the service providers.
It would work better if these service providers broadcast
the top five to ten “hot” videos rather than a much
wider range of videos.

Having eiminated the neal to dedicate a data
stream to the @ntinuous rebroadcasting of segment S,
one single VOD stream would all ow us to partition the
dppy first minutes of the video into 6 segments using the
segment to stream mapping represented on Table 3. As
aresult, the maximum waiti ng time for the VOD clients
dvop is reduced to ane sixth of the maximum waiting
time for the PPV clients. Similarly, two VOD streams
would all ow us to partition the dppy first minutes of the
video into 16 segments using the segment to stream
mapping of Table 4.

4.2 Providing VCR-like controls

A common limitation of nearly all VOD broadcasting
protocols is that they require the viewers to watch each
video in sequence as in a theater. They do not provide
contrals allowing the viewers to move fast forward or
backward as when watching a videocastte on a VCR.
The only exception to this rule is daggered broadcast-
ing, which can allow viewers to jump backward and
forward but only from one data stream to another.

Implementing “fast reverse,” that is, the equivalent
of a VCR rewind control only requires additional stor-
age space on the STB disk drive to ke the portions of
the video that have been already viewed rather than
discarding them. The evolution of technology favors
this solution as disk drive @paciti es have been doubling
every year for the last threeyears. Implementing fast
forward is more difficult as it would allow the viewers
to accessany part of the video in a nearly random fash-

ion and destroy all the asauimptions on which efficient
VOD broadcasting protocols are built. The stuation is
different for our Dual Broadcasting protocol thanks to
the istence of the k PPV streams. |If there are enough
of these streams, any jump forward would leave the
viewer not too far from what is being currently
broadcast on one of these streams and the missng
information will be on the average equal to ane half of
the staggering interval dppy. Asauming that not too
many viewers may want to use this new fast forward
feature, we ould send the misdng information on
demandto the aistomer STB.

5. Conclusions

One of the main reasons explaining the fail ure of video-
on-demand (VOD) services in the marketplace is the
high cost of providing these servicess. Most efforts
aimed at reducing these sts have focussed on reducing
the wst of distributing the top ten to twenty videos by
broadcasting them in a periodic fashion rather than
waiting for individual requests. Unfortunately, nearly
al existing VOD broadcasting protocols require dient
set-top boxes (STB) to include enough local storage to
store up to 55 percent of each video being viewed.

We have presented a hovel VOD broadcasting pro-
tocol that does not make that demand. Our Dud
Broadcasting protocol can acocommodate di ents who do
not have any storage devicein their STB while provid-
ing a much lower maximum waiting time to customers
whose STB includes a disk drive. Despite this addi-
tional flexibility, the bandwidth requirements of our
new protocol remain comparable to that of Cautious
Harmonic Broadcasting and Pagoda Broadcasting, two
of the best VOD broadcasting protocols.

We have also presented two posshle extensions to
our Dual Broadcasting protocol. Our first extension is
aimed at reducing the bandwidth requirements of the
protocol by letting the STBs that include a disk drive
preload the first few minutes of each video. A second
extension extends the functionality of the VOD service
by providing move backward and fast forward controls.



Table 4: Segment to slot mapping for Dual Broadcasting with snooping and two VOD channels.

Current PPV Stream S S S (S0 (S |S2 |[Ss|Su |Ss |Ss
1% VOD Stream Sio S, S Sis
2" VOD Stream Sio Su Sis S S
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