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ABSTRACT

While Markov models have been extensively usedtialy the availability of replicatedata,they cannot
handle effectively network configurations whertes failures and network partitions have to be simultane-
ously considered. We had proposed in a previiager ahierarchical decomposition methaimed at
overcomingthis limitation. While our method could provide closed forestimates of the availability of
replicated objects whoseplicas reside on networks subjecttnmunicatiorfailures. We preserttere a
simulation study measuring the quality of our estimates and attempting to improve upon them.
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INTRODUCTION

Managing replicatedata can be demandingask particularlywhen thereplicas are stored alifferent
sites of a computer network. Spegaigblication control protocol$ave been devised perform this task
without user intervention and maintain the replicated data in a consistent state.

Evaluating the performance of these protocols, and especiallataeavailabilitiesthey afford is avery
important issue because thesry greatly in theircomplexity, their communication overhead, and the
protection they provide or do not providgainst networlpartitions. Severakchniques have been used to
evaluate the availability of replicatethta. Combinatorialmodelsare very simple to us¢Pu et al. 1988,
van Renesse and Tanenbal®88) butcannot represent complex recovemgdes as these found some

of the most efficient replication control protocols. Simulation models can be very acgheatwer all the
parameters of the modeled system are known but this is rarely the case.

As a result, stochastimodels have become the method of chdareevaluatingthe availability of repli-
cateddatamanaged by protocols with complex recovergdes(Paris 1986, Jajodiand Mutchler 1987,
Ahamad and Ammat987). Unfortunately, stochasticodelsthat takesimultaneously into account site
failures and network partitionsecome quicklyuntractable because their numbeistates increasesxpo-
nentially with the number of failunodes being considered. Asesult, all analytical studies tfie avail-
ability of replicateddatahave either assumdfiat the sites could not fail ahat the network could not
partition.

One possible solution to this problem is the usaiwiplified Markov models. We had presented in a
previous papefParis 1992) aierarchical decompositiomethod aimed at overcomirigis limitation.

While our method could provide closed forestimates of the availability of replicated objestsse repli-
casreside on networks subject to communicafaifures, we had no way to evaluate #eeuracy othese
estimates. We present here a simulation study aimed at measuring the quality of our estimates and attempt-
ing to improve upon them



THE HIERARCHICAL DECOMPQOSITION METHOD

Hierarchicaldecomposition reduces the complexity of thedelitself by identifyingparts ofthe system
that can bestudied in isolation and replaced by simpler equivalent compo(@atstois 1977, Ferrari et
al. 1983). Thistechniquehasbeen widelyused in computer systems performance evaluatiosolice
gueuing modeltoo complex to be directliractable. It can also be appliedtb@ evaluation of the avail-
ability of replicated data obiects (Paris 1991).
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Figure 1: A small local area network with three nodes on two network segments

Many local-area networks consist of several carrier-seegenents or token rindggked by gateway
machines. Figure 1 shows a very simple exampsicfi networks: it consists of threedesA, B andC
located on two Ethernelimked by agatewaynodeG. Since gateways can fail without causingptal net-
work failure, such networks can be partitioned. HWeg difference with conventional point-to-point
networks ighat sites that are dhe same carrier-sense network or token wilgnever beseparated by a
partition. We will refer to these entitiesrastwork segmen{san Renesse and Tanenbaum 1988).

We propose to model these networks as a set of nodes and gateways with independent failuk&/imeodes.
a node or a gateway fails, a repair process is immediately initiated at th&tsitdd several sites fail, the
repair process will be performed in parallel on those failed sites. We assume that failexpsragatially
distributed withmeanfailure rateA, and that repairs aexponentially distributed witmeanrepair rate.

The system is assumed to exist in statisgcgiilibrium and to be characterized by a discrete-state Markov
process.

Assume now that the three noded andC areused to store the three copies of a replicke. Under

a static voting protocol such as majority consensus voting (Ellis 1977, Gifford 1979), the replockeGn

will only be able to be counted in quoruméien thegatewayG is operational. For all practical purposes,
a failure ofG will thushave the same effect as a failureCof We propose therefore to replace the subsys-
tem consisting of sit€ and its gatewag by anaggregate siteC’ thatwill remain operational akbng as
bothC andG are operational. A replicated file having replicas on the two ndb@deslB and the aggregate
site C’ would have the same availability as the replicated<fiteit will be mucheasier to investigatgince

we will not have to consider gateway failures.

To compute the failureate A’ and therepair rateu’ of the aggregate site’, we need tmbservethat C’

will remain operational akbng asboth the gatewag and thenode holding theeplicaC are both opera-
tional. The states @ andG can thus be represented the state transition diagram of figure &hich
consist of four states numbered frob@Cto [11[] Statel11lrepresents the state of the aggregate site when
the nodeand its gatewawre both operational. State&llJand[10represent statashen either thesite or

its gateway have failed while sii0Ucorresponds to a failure of both entities.

We can immediately derive the steady state probabilities for the four states:
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Figure 2: State transition diagram for an aggregate site consisting of one node and one gateway
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Since the only available state the aggregate site sfate[11[] the failurerateA’ and therepair ratqu’ of
the aggregate si@’ are given by:
AN'py=2Apy
and
H'(1= Piy) = H(Pyo+ Pod
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which have as unique solutiori=2\ and pu'=

This aggregatiotechniquecan be triviallyextended to replicated objects consisting o&adiitrary number
of replicas located on a network consisting of network segments linked by gateways. Note Huaveker
hierarchical decompositiomethodassumes that replicdscated on nodethat becomepart of agiven

aggregate site carever become majority by themselved his assumption is correct for majoritgnsen-
susvoting as long as an aggregate site does not contain a majorityreptizas. There are h@wer sev-
eralvoting protocolghatallow a minority of the replicas to have a majority of the voiékerever this is
the case, the hierarchical decomposition methoduvilerestimaté¢he availability of the replicated data.

__ | G A H |
s - c
-
- D)
) D)
Aggregate B’ Aggregate C’

Figure 3: Three nodes A, B and C on three network segments linked by two gateways

THE VALIDATION STUDY

Beingaware that our hierarchicdbcomposition method could sometimes underestimataviiability of
the replicatedlata, wedecided therefore toompare thelataavailabilities computed througbur hierar-
chical methods with those obtained by simulating the same configurations wigkr range of site failure



and repairates.The simulator we utilized inur study hadeen described in more deteifewhergParis
et al. 1988). It usethe batchmeans method to compute pBrcent confienceintervals of the unavail-
ability of the replicatedlata. Inorder to reduce the initiddias, weexcludedall measurementsollected
during thefirst simulated180 days. Waelecided to investigate thrakstinct replica configurationman-
aged by two distinct voting protocols. These configurativee: (a) three replicas owne Ethernet, (b)
three replicas on two Ethernditsked by onegateway( as in our previoexample), and (c) three replicas
on three Ethernets linked by two gateways (as on figure 3).

We selectednajority consensus votinigr its simplicity and thedynamic-linear votingprotocol (DLV)
(Jajodia and Mutchler 1987) for igxcellent performance. We did not investigate configurations with two
replicas since voting protocols require a minimum of three voting sites to improve upon the availability of a
single copy.
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Figure 4: Compared availabilities for majority consensus voting

The results for majority consensusting aresummarized on figure 4 where the thoeeves correspond to

the three configurations under study @nd A/ represents theatio ofthe failurerateover therepair rate.

The solid curves were obtained by substituting the proper values of the availabilities of the three replicas to
p1, P2 andps in:

AucvB =R p+(1- R R R*+(1- B) RR+(- B RR

while the isolatedralues were obtained througlr simulator. A®necan see, the results ofir simula-
tions were in perfect agreement with those derived fsamhierarchicalecomposition methodThis was
expected since none of the aggregate sites contained a majority of the replicas.

As figure 5 shows, the resulisr dynamic-linear voting were quite different: while the simulatiesults

agreed with the analytical results in two of the three configurations, the simulation results for three replicas
on three network segments were systematically higinen thoseachieved throughour hierarchical
decomposition method.This discrepancy results from thiact thatthe dynamic-linear voting protocol
adjusts its quorums to reflect changes in replica availability and network connedtleitge thdailure of

any of the three replicasill result into a the establishment ofnaw quorum. Thisnew quorum will

consist of the replica thabmedfirst in lexicographic ordering of the two remainirgplicas. Thus, ihode

A fails first, the replica omodeB will become aquorum by itself becaus® > C. The hierarchical
decomposition method will theamderestimatehe availability of the replicatedatabecause iwvill assume

that the replica on nod& cannot be accessed when its gate@asg not operational.

This can betteseen on th¢rathercomplex)state transition diagram fahree replicas on thremetwork
segments under the dynamic-linear voting protocol. As figure 6 shows, the replattede in state 2]
when thethree nodes holdingeplicas and the two gatewagee operational. A failure afodeA appears
on the diagram as a transition fratate[12[to statef02[] Since replicd is now amajority by itself, a
failure of the aggregate si@® would leave the replicatethta in stat€D1L] which still allowsaccessvhile



a failure of the aggregate s would movethe system tstate[01” [, which does not allowccess. We
speculated firsthatthe discrepancy between the simulaii@taand the results of the hierarchiccom-
position method could result from the fact that once the system is inGstgte should remain in this state
as long a® remains operational regardless of the status ajdiewvayG.
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Figure 5: Compared availabilities for dynamic-linear voting

We decided to change tiséate transition ratbetweenstatesl01Jand[00” Ofrom A’ to A (which means
halvingit sinceA” = 2\). At our great surprise, this had no significant effect on the availability figures.

Figure 6: State transition diagram for three replicas on three segments managed by DLV

We then considered another explanation. When the system is if2taday failure of the gatewas will

result in a failure of the aggregate dteand movethe system to the unavailaldeate[@1” ] This is not
correct because a failure & would leaveB capable to continue to process requests since it already
constitutes a majority by itself. Wéecided then to change ttiansition ratdrom state[02(1to [01” (Jfrom

A" to A. As figure 7 indicates, this brought the analytical resultmuth better agreement with the
simulation results.
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Figure 7: Tuning the Markov model of the DLV protocol for three replicas on three segments

DISCUSSION

While Markov models have been extensively usedttaly the availability of replicatedata,they cannot
handle effectively network configurations whertes failures and network partitions have to be simultane-
ously considered. We had proposed in a previiaper ahierarchical decomposition methaimed at
overcomingthis limitation. While our method could provide closed forestimates of the availability of
replicated objects whoseplicas reside on networks subjecttonmunicatiorfailures. Wehave presented
here a simulation studgimed at measing the quality ofour estimates and attempting topiove upon
them. We gained from our study a better understanding of the limitations of our hierarchical demymposi
method and one possible method to improve upon its accuracy.
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